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1 Overview

1.1 Introduction

There is broad agreement in the High Energy Physics community that a linear e+e− col-
lider with an initial energy of Ecm = 350–500 GeV and a luminosity above 1033cm−2s−1

is of fundamental importance for the future development of Particle Physics; it is in
many respects complementary to the Large Hadron Collider (under construction at
CERN), and should be built as the next accelerator facility. The scientific case for a
next generation electron-positron collider with a centre-of-mass energy well beyond the
reach of the LEP storage ring (Ecm ≈ 200 GeV) is presented in part III of this report.

The feasibility of a linear collider has been demonstrated by the successful operation
of the SLAC Linear Collider (SLC). However, achieving the requirements for a next
generation linear collider is by no means an easy task; in particular, high beam powers
and very small spot sizes at the collision point are required to obtain a sufficiently
high luminosity. Over the past decade, several groups worldwide have been pursuing
different linear collider designs. The fundamental difference between TESLA and other
designs is the choice of superconducting accelerating structures. The advantages of
superconducting technology (summarised below) are significant and we are convinced
that the machine performance potential is unrivaled by other concepts. The same
arguments apply in the case of the X-ray Free Electron Laser (FEL), which is an
integral part of the TESLA project. The scientific case for the FEL is presented in
part V.

A first complete conceptual design of the TESLA facility was published in 1997
[1]. In this report we present the updated design of all accelerator sub-systems, and a
summary of our experience gained at the TESLA test facility (TTF).

Figure 1.1.1: The 9-cell niobium cavity for TESLA.
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TESLA uses 9-cell niobium cavities (figure 1.1.1) cooled by superfluid Helium to
T = 2 K and operating at L-band frequency (1.3 GHz). The design gradient at Ecm =
500 GeV is Eacc = 23.4 MV/m and the quality factor Q0 = 1010 (based on the linac
layout described in chapter 3). Because the power dissipation in the cavity walls is
extremely small, the accelerating field can be produced with long, low peak power
RF-pulses; this results in a high RF to beam power transfer efficiency, allowing a high
average beam power while keeping the electrical power consumption within acceptable
limits (∼100 MW).

The high beam power is one of the ingredients for high luminosity; the second essen-
tial point for high luminosity is the extremely small beam size at the interaction point
(IP). The relatively low frequency of the TESLA linac is ideally suited for accelerating
and conserving ultra-small emittance beams. Beam dynamics issues are discussed in
detail in section 3.2, but a convincing argument for the choice of low frequencies based
on simple scaling laws can be made as follows: the beam accelerated in the linac in-
duces electromagnetic fields (so-called wakefields) which act back on the beam. If the
wakefields are too strong, they can degrade the quality of the beam by increasing its
energy spread and transverse emittance. The longitudinal and transverse wakefields
per unit length of accelerator scale approximately as f 2 and f 3 respectively: hence the
wakefields in TESLA (f = 1.3 GHz) are considerably weaker compared to those of ma-
chines based on S-band (f = 3 GHz) [4] or X-band (f = 11.4 GHz) [2, 3] technologies.
As a result, the emittance dilution can be reduced to acceptable levels in TESLA using
relatively relaxed alignment tolerances for the linac components.

The choice of superconducting RF also allows us to use a long RF-pulse (1 ms)
and a relatively large bunch spacing (337 ns at Ecm = 500 GeV). Three benefits result
directly from this long bunch train:

• A fast (MHz) bunch-to-bunch feedback can be used to correct the orbit within
one beam pulse. Such a feedback system will maintain the beams in collision
at the IP, making TESLA relatively insensitive to mechanical vibrations which
could otherwise lead to serious luminosity reduction.

• A head-on (zero crossing-angle) collision scheme can be used, with large-aperture
superconducting quadrupoles in the interaction region.

• In the event of an emergency, a fast safety system can ‘turn off’ the beam within
a fraction of a pulse.

The potential benefits of superconducting RF summarised above have been acknowl-
edged since the beginning of linear collider R&D. However, in the early 1990’s, the
projected costs based on existing superconducting RF installations were considered
too high. The main challenge for TESLA, therefore, was a reduction in the cost per
unit accelerating voltage by a large factor, in order to be competitive with conventional
linear collider designs. The approach adopted to reduce the cost was to:

• increase the achievable gradients available at that time (5–8 MV/m [5, 6]) by
about a factor of four; and
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Figure 1.1.2: Evolution of superconducting cavity performance: red dots show the av-
erage gradient achieved with TESLA 9-cell cavities for the years 1995–2000 (first test,
no additional processing), the red square shows results for 5-cell cavities at Cornell and
the magenta dot depicts the average gradient measured with beam for a complete accel-
erator module installed at the TTF linac. Red triangles show gradients obtained with
electropolished single-cell resonators (see text). Test stand and linac operation results
from Jefferson Lab (CEBAF) are included for comparison (blue diamonds).

• reduce the cost per unit length of the superconducting structures by a similar
factor.

In order to demonstrate the feasibility of the high-gradient cavity technology and
to create a solid basis for a reliable cost estimate of future large-scale production,
the TESLA collaboration decided in 1992 to start an R&D program and to build the
TESLA Test Facility (TTF) [7]. The TTF includes the infrastructure for applying
different processing techniques to the niobium cavities obtained from industrial pro-
duction. A detailed overview of the cavity development programme at TTF is given in
chapter 2.

In the formative stages of the TESLA collaboration, three 5-cell L-band cavities
were built and tested at Cornell, and reached accelerating fields of 26–28 MV/m [8].
To date, more than sixty 9-cell cavities have been processed and tested at TTF. Fig-
ure 1.1.2 shows the average gradient obtained in the years 1995–2000. Only data
from the first test with cw-RF excitation are included. Several cavities reached higher
performance after additional processing, but in view of future mass production, the
performance obtained after a cavity has passed through the standard fabrication and
treatment procedure may be considered more relevant. The steady improvement of the
average gradient over the past years clearly indicates that the high performance cav-
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ities required for the 500 GeV collider can now be produced with sufficient reliability.
Furthermore, studies carried out together with industry have shown that the required
mass production is feasible within the planned time schedule, and that the cost goal is
achievable (see chapter 10).

Further progress on the cavity performance has recently been obtained by applying
electropolishing to the niobium surface. Test results with single-cell resonators repeat-
edly show gradients above 30 MV/m [9]. The best single-cell performance obtained to
date is Eacc = 42 MV/m (see chapter 2). First results for 9-cell electropolished cavities
also show gradients well above 30 MV/m. We are therefore confident that the cavities
in the TESLA linac will be able to operate at a gradient above 30 MV/m, allowing a
significant increase in the achievable centre-of-mass energy (section 1.4).

Besides the success of the cavity development programme, the commissioning and
operation of the TTF linac has been the second essential milestone reached on our way
to demonstrate the feasibility of the TESLA technology. The linac [10] is constructed
from accelerator modules similar to those required for the collider, and permits a full
integrated system test with beam (section 2.2). We have so far tested three modules and
operated the linac for more than 8,000 hours. Each 12 m long module is comprised of a
string of eight 9-cell cavities (figure 1.1.3), together with beam focusing and diagnostic
components. The highest average accelerating gradient measured for a module was
22 MV/m.

Our baseline design for the 500 GeV machine (chapter 3) is based entirely on the
design of components installed and tested at TTF, with the exception of an optimisa-
tion of the mechanical layout of the modules (see section 3.3). The modified module
improves the fill factor (ratio of active length to total length) and hence reduces the
gradient required to reach the design energy within a given site length. A further
improvement along the same lines is currently being developed: by grouping several
cavities into a so-called superstructure (section 2.1) with minimum inter-cavity spacing,
the energy reach of the machine can be maximised while at the same time reducing
the cost of the RF-distribution system (reduced number of couplers). However, we
have chosen to conservatively base the parameters and cost estimate for the 500 GeV
machine on the TTF-like accelerator module, since as of writing, tests of the super-
structure are still in preparation.

1.1.1 X-ray Free Electron Laser (FEL)

The concept of using a high energy electron linac for building an X-ray Free Electron
Laser (FEL) was first developed at Stanford [11]. Due to its ability to conserve a high
beam quality during acceleration, the TESLA linac is an excellent driver for an X-ray
FEL. The fascinating research possibilities opened up by such a truely new kind of X-
ray source and the layout of the User Facility are summarised in part V of this report.
The additional accelerator components required for integration of the Free Electron
Laser will be described in chapter 9.

Since the X-ray FEL concept represents a considerable extrapolation of present
day FEL technology, it was considered necessary to perform a successful test of the
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Figure 1.1.3: Assembly of a string of eight 9-cell cavities in the clean room at TTF.

Self Amplified Spontaneous Emission (SASE) FEL concept at the TTF, in a wave-
length regime previously unaccessible (λ ≈ 100 nm). Lasing was first observed in
February 2000, and a number of experimental studies at the TTF-FEL have since been
carried out (see section 9.2). An upgrade of the TTF linac to 1 GeV beam energy is in
preparation, and will allow a second stage of the FEL to reach 6 nm wavelength. The
upgraded facility will be available for users from 2004 onwards, and will allow us to
gain the operational and scientific experience needed for the operation of the proposed
large-scale X-ray FEL laboratory.

1.1.2 Second interaction region (IR) and further options

Unlike a storage ring collider, a linear collider cannot serve several interaction regions
simultaneously with the same beam. It is possible, however, to switch the beam be-
tween two experimental stations. We have integrated the option of a second IR in the
layout of the TESLA facility. Unlike the primary IR which has a zero crossing angle,
the second IR will have a crossing angle of ∼34 mrad, and is therefore suitable for the
eγ and γγ collider modes of operation described in part VI, chapter 1. The second IR
can also be used for electron-positron collisions, with the same luminosity as the pri-
mary IR (assuming that the so-called crab-crossing scheme is used). Electron-electron
collisions (at one or both of the IRs) can be provided by reversing magnet polarities
and adding a polarised electron source to the (nominal) positron branch of the collider.
The expected performance for the γγ and e−e− modes of operation are included in the
discussion of machine parameters in section 1.3.

In addition to collider operation, TESLA also offers options for fixed target physics.



II-6 1 Overview

It is possible to accelerate (in parallel with the main collider beam) a low-intensity
spin-polarised electron beam which can be deflected into a separate beamline and used
for a polarised target experiment (see part VI, chapter 3). Except for the additional
experimental beamline and low-current polarised electron source, the impact on the
accelerator itself is marginal, since the required additional RF-power is only about
10−3 of the nominal power.

If TESLA is built next to the DESY site, the first part of the linac can be used as
an injector for the HERA electron ring, which could be operated as a pulse stretcher to
deliver a continuous beam at 15–25 GeV for fixed target Nuclear Physics experiments
[12]. This option provides a beam with properties very similar to the original ELFE
proposal [13] and to a more recent design worked out at CERN [14]. It is described in
more detail in part VI, chapter 4.

As a last possible option, the TESLA linac could be connected tangentially to
the west straight section of HERA, allowing the (TESLA) electron beam to collide
with protons (see part VI, chapter 2). The achievable centre-of-mass energy would
exceed the present HERA energy by a factor of three to five. The most serious issue
here concerns the achievable luminosity (see for example [15, 16, 17]). More detailed
studies are required before a conclusion concerning the feasibility of a linac-ring e-p
collider with reasonably high luminosity can be drawn.

1.2 General Layout

A sketch of the overall layout of the TESLA linear collider is shown in figure 1.2.1.
In this section, a brief description of each of the sub-systems will be given, beginning
with the electron and positron sources.

The electron beam is generated in a polarised laser-driven gun (section 4.2). After a
short section of conventional linac, the beam is accelerated to 5 GeV in superconducting
structures identical to the ones used for the main linac. The baseline design assumes
that the electrons are stored in a damping ring very similar to the one required for
the positron beam (see below). A novel concept for a low-emittance flat beam electron
gun has recently been suggested [18], which may allow direct production of a beam
of suitable quality for collider operation. The obvious cost saving makes the scheme
very attractive: however, there are still several questions that need to be addressed,
among them whether or not the concept can be used to produce the required polarised
electrons.

The positron injection system has to provide a total charge of about 5 · 1013e+ per
beam pulse, which is not realistically feasible with a conventional (electron on thick
target) source. Instead, positrons are produced from γ-conversion in a thin target
(section 4.3), after which they are preaccelerated in a conventional 200 MeV L-band
linac, followed by a 5 GeV superconducting accelerator. The photons are generated
by passing the high-energy electron beam through an undulator placed after the main
linac, before transporting the beam to the IP. Passage through the undulator causes
the energy spread in the electron beam to increase from 0.5 · 10−3 to 1.5 · 10−3, with
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Figure 1.2.1: Sketch of the overall layout of TESLA.
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an average energy loss of 1.2 %, both of which appear tolerable. Locating the positron
source upstream of the IP reflects a design change compared to the system described
in [1], where the source was located after the IP in the spent-beam extraction line.
Placing the source upstream of the IP has removed the need to collimate a substantial
fraction of the high power spent-beam, which had posed technical and radiation safety
problems.

The undulator-based positron source requires an electron beam energy greater than
150 GeV for full design positron beam intensity. At centre-of-mass energies below
300 GeV the luminosity is reduced due to a lower positron beam current. If lower
energy running at maximum luminosity becomes important, additional electron beam
pulses and bypass-beamlines are foreseen to drive the positron source independently
from the (lower-energy) beam used for physics.

Besides providing a sufficiently high positron beam intensity, the undulator-based
source offers several additional advantages:

• use of a thin target leads to a smaller positron beam with a smaller transverse
emittance than from a conventional (thick target) source;

• the considerable investment and operating costs for a high-power electron linac
needed in a conventional scheme are avoided;

• production of polarised positrons is possible by replacing the planar undulator
with a helical undulator.

The polarised positron option is technically more ambitious and is considered a poten-
tial upgrade at a later stage of operation. The achievable polarisation ranges from 45%
to 60%.

In addition to the main undulator-based source, a low-intensity auxiliary e+ source
will be installed for commissioning and machine study purposes. The auxiliary source
should be capable of generating a bunch train of a few percent of the design intensity.

The positron beam is injected into the damping ring at an energy of 5 GeV. The
bunch train is stored in the ring in a compressed mode, with the bunch spacing reduced
by about a factor of 16; even with this compression, a large ring circumference of about
18 km is still required. To avoid building an additional large ring tunnel, a so-called
‘dog bone’ design is used (chapter 5). The layout has two 8 km straight sections placed
entirely in the main linac tunnel; additional tunnels are only required for the 1 km
circumference loops at either end. About 400 m of wiggler section are needed to achieve
sufficient damping. Fast kickers are required for compression and decompression of the
bunch train at injection and extraction respectively.

Despite its unconventional shape, the damping ring does not exhibit any unusual
beam dynamics. The only exception, related to the large ratio of circumference to beam
energy, is a large incoherent space charge tune shift. The effect can be significantly
reduced, however, by artificially increasing the beam cross-section in the long straight
sections.



1.2 General Layout II-9

The two main linear accelerators (chapter 3) are each constructed from roughly
ten-thousand one-meter long superconducting cavities. Groups of twelve cavities are
installed in a common cryostat (cryomodule); the current design is based on that
used in the TTF, modified to be more compact and cost-effective. The cryomodules
also contain superconducting magnets for beam focusing and steering, beam position
monitors, and higher-order mode absorbers.

The RF-power is generated by some 300 klystrons per linac, each feeding 36 9-cell
cavities. The required peak power per klystron is 9.5 MW, including a 10% overhead
for correcting phase errors during the beam pulse which arise from Lorentz force de-
tuning and microphonics. The high-voltage pulses for the klystrons are provided by
conventional modulators: an alternative option presently under study is the use of
superconducting magnet energy storage (SMES) devices, where the pulse energy is
stored in the magnetic field of superconducting solenoids. The TESLA RF-system is
described in detail in section 3.4.

The cryogenic system for the TESLA linac (section 8.7) is comparable in size and
complexity to the one currently under construction for the LHC at CERN. Seven
cryogenic plants are foreseen, each one serving a ∼5 km long linac subsection. The
cooling capacity of the first section of the electron linac is increased to accommodate
the higher load from the additional FEL beam pulses.

The beam transport between the linac and the IP (the so-called beam delivery sys-
tem, described in chapter 7) consists of collimation, beam diagnostics and correction,
and final focus sections. The relatively large bunch spacing of 337 ns allows a head-on
collision scheme, since the beams can be safely extracted outside of the detector re-
gion and before the first parasitic bunch crossing (∼50 m from the IP). Large aperture
superconducting quadrupoles can be used in the IR, with one benefit being that colli-
mation requirements upstream for protection of the experiment from background are
rather relaxed. With gas scattering practically absent in the TESLA linac and weak
wakefields, the expected amount of beam halo which must be collimated is expected
to be small: hence background from muons originating at the collimators is unlikely to
be a problem. If the loss rate at the collimators exceeds an acceptable limit (e.g. due
to mis-steering or other possible failures upstream), the large bunch spacing allows a
fast emergency extraction system to send the remainder of the bunch train to the main
beam dump.

The design of the final focus system is essentially the same as the Final Focus Test
Beam (FFTB) system successfully tested at SLAC [19]. Beam size demagnification
and chromatic corrections for the TESLA design parameters are no more ambitious
than at the FFTB. The beams can be kept in collision at the IP to a high precision
by using a fast bunch-to-bunch feedback, which measures and corrects the beam-beam
offset and crossing angle on a time scale small compared to the beam pulse length. A
similar system is foreseen after the main linac, to remove possible pulse-to-pulse orbit
jitter. If necessary, a fast orbit correction can also be installed at the entrance of the
main linac to remove jitter generated in the injection system. A prototype of the orbit
feedback system has been installed and successfully tested at the TTF linac [20].

The design of the beam delivery system is optimised for a single head-on interaction
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Figure 1.2.2: Sketch of the 5 m diameter TESLA linac tunnel.

point. The complete system of ∼3.3 km (linac to linac) will fit into a straight tunnel.
All the magnet systems and beamline geometry are designed to allow an upgrade to a
beam energy of 400 GeV. As previously mentioned, a second IR with a 34 mrad crossing
angle is also foreseen, which could be used for γγ or e−γ collisions. On the electron
linac side, care has been taken to place the positron source (undulator) upstream of the
beam switchyard, so as not to exclude the possibility of e+e− collisions at the second
IR.

The two linear accelerators as well as the beam delivery system will be installed in
an underground tunnel of 5 m diameter (see figure 1.2.2 and section 8.2). A 2000 m2

experimental hall is foreseen to house the detector; the hall can be extended to house a
second detector should the second IR be constructed. Seven additional surface halls are
required for the cyrogenic plants, spaced at intervals of about 5 km along the linacs,
and are connected to the underground tunnel by access shafts. The halls will also
contain the modulators which generate the HV pulses for the klystrons. The pulse
transformers are placed in the tunnel close to the klystrons; the long cables required
to connect the modulators to the transformers contribute a few % to the total power
losses, but it is an advantage to allow access to the modulators for maintenance during
machine operation. Exchange of klystrons, however, will require an interruption of
the machine operation: with an energy overhead of 2% foreseen in the design, and
assuming an average klystron lifetime of 40,000 hours, maintenance breaks of one day
every few weeks will be necessary.

The first 3 km long section of the electron linac is used to accelerate the beam
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Figure 1.2.3: The TESLA site North-West of the DESY laboratory.

which drives the X-ray FEL user facility. This part of the machine operates at 10 Hz
— twice the nominal collider repetition rate — alternating from pulse to pulse between
collider and FEL mode operation. The accelerating gradient for the FEL beam can be
adjusted independently within a range of more than a factor of two (9–23 MV/m). Two
extraction points are foreseen at different positions in the linac, supplying beam energies
in the range 11–50 GeV to the FEL facility1. The extracted beams are transported in
two separate transfer lines to the FEL laboratory, which is placed adjacent to the High
Energy Physics experimental halls. The FEL beam requires its own low emittance
source, low energy pre-accelerator and bunch compression systems. A description of
the machine components related to the FEL is given in chapter 9.

Within the TESLA collaboration there is broad agreement that the facility should
be constructed at an existing High Energy Physics laboratory to reduce project costs
and construction time. Both DESY and FNAL have been considered as possible
sites [21]. DESY as the co-ordinating laboratory in the collaboration has taken over
the task of working out a detailed plan for the TESLA site North-West of the DESY

1Although the top range here is 50 GeV, the present FEL design does not require beam energies
above 30 GeV.
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laboratory (section 8.2). In this scenario (figure 1.2.3), the linac tunnel starts at the
DESY site in a direction tangential to the west straight section of HERA, so as not
to exclude the electron-proton linac-ring collider option. The central area is situated
about 16 km from the DESY site in a rural part of the North German state (Bun-
desland) of Schleswig-Holstein, and accommodates both the collider detector hall for
Particle Physics and the FEL radiation user facility.

1.3 Parameters for 500 GeV

Besides the centre-of-mass energy of the colliding beams, the second key parameter for
a linear collider is the luminosity L, given by

L =
nbN

2
e frep

4πσ∗xσ∗y
×HD (1.3.1)

where
nb number of bunches per pulse
Ne number of electrons (positrons) per bunch
frep pulse repetition frequency
σ∗x,y horizontal (vertical) beam size at interaction point
HD disruption enhancement factor (typically HD ≈ 2)

Introducing the average beam power Pb = EcmnbNefrep, the luminosity can be written
as

L =
Pb
Ecm

× Ne

4πσ∗xσ∗y
×HD (1.3.2)

An important constraint on the choice of IP parameters is the effect of beamstrahlung:
the particles emit hard synchrotron radiation in the strong electromagnetic space-
charge field of the opposing bunch. The average fractional beam energy loss from
beamstrahlung is approximately given by [22]:

δE ≈ 0.86
r3
eN

2
e γ

σz(σ∗x + σ∗y)2
(1.3.3)

where
re the classical electron radius
γ relativistic factor Ebeam/m0c

2

Beamstrahlung causes a reduction and a spread of the collision energy and can lead to
background in the detector. The energy loss δE is therefore typically limited to a few
percent. By choosing a large aspect ratio R = σ∗x/σ

∗
y >> 1, δE becomes independent

of the vertical beam size and the luminosity can be increased by making σ∗y as small as

possible. Since σ∗y = (εy,Nβ
∗
y/γ)1/2, this is achieved by a small vertical beta function at

the IP (β∗y) and a small normalised vertical emittance (εy,N). The lower limit on β∗y is
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given by the bunch length (‘hourglass effect’); setting β∗y = σz, the luminosity can be
expressed as:

L ≈ 5.74 · 1020m−3/2 × Pb
Ecm

×
(
δE
εy,N

)1/2

×HD (1.3.4)

The advantages of low-frequency superconducting RF technology have already been
mentioned: high RF- to beam-power efficiency; extremely small wakefields and associ-
ated linac emittance growth; fast intra-bunch feedback systems. Making use of these
unique features has led to a parameter set (table 1.3.1) which clearly demonstrates
TESLA’s potential for high luminosity. In comparison with the earlier design [1], we
achieve about a factor of five improvement in the luminosity, while maintaining a low
level of beamstrahlung. The feasibility of this higher performance is supported by
a careful investigation and — where necessary — optimisation of the machine sub-
systems.

1.3.1 Electron-electron and γγ collisions

The head-on e+e− interaction region can also be operated in e−e− mode. The disadvan-
tage here is that the luminosity enhancement arising from self-focusing for oppositely
charged bunches turns into a de-focusing effect for like charges, with HD < 1. Assum-
ing identical beam parameters, we find a luminosity seven times smaller [23] than for
the e+e− mode (see table 1.3.1).

The photon collider option, where the electrons are converted into high energy
photons by interaction with a laser beam just upstream of the IP, requires construction
of the second interaction region with the large crossing angle. Unlike the e+e− case,
the beamstrahlung constraint is not present for γγ collisions, and the horizontal beam
size at the IP can be reduced still further. Table 1.3.2 lists a possible γγ parameter set
which reflects the lack of the beamstrahlung constraint: the horizontal emittance is at
the limit achievable with the present damping ring design, while the IP beta-functions
are compatible with a final focus system design similar to the e+e− collider version
(except, of course, for the crossing angle). Additional improvements are conceivable,
but require further design studies of these sub-systems. Crab-crossing is assumed
to avoid a luminosity reduction caused by the crossing angle. The actual usable γγ
luminosity is smaller than the geometric value by an order of magnitude, since not all
the electrons are converted by Compton scattering, and only part of the luminosity
spectrum is within a few percent of the peak collision energy. For more details on the
photon collider, see chapter 1 in part VI.

1.4 Energy Upgrade Potential

The length of the machine must be increased to achieve centre-of-mass energies above
∼1 TeV. However, a significant energy upgrade is possible within the site length for the
current 500 GeV design, since:
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TESLA-500

Accelerating gradient Eacc [MV/m] 23.4
RF-frequency fRF [GHz] 1.3
Fill factor 0.747
Total site length Ltot [km] 33
Active length [km] 21.8
No. of accelerator structures 21024
No. of klystrons 584
Klystron peak power [MW] 9.5
Repetition rate frep [Hz] 5
Beam pulse length TP [µs] 950
RF-pulse length TRF [µs] 1370
No. of bunches per pulse nb 2820
Bunch spacing ∆tb [ns] 337
Charge per bunch Ne [1010] 2
Emittance at IP γεx,y [10−6m] 10, 0.03
Beta at IP β∗x,y [mm] 15, 0.4
Beam size at IP σ∗x,y [nm] 553, 5
Bunch length at IP σz [mm] 0.3
Beamstrahlung δE [%] 3.2
Luminosity Le+e− [1034cm−2s−1] 3.4
Power per beam Pb/2 [MW] 11.3
Two-linac primary electric power PAC [MW] 97
(main linac RF and cryogenic systems)
e−e− collision mode:
Beamstrahlung δE,e−e− [%] 2.0
Luminosity Le−e− [1034cm−2s−1] 0.47

Table 1.3.1: TESLA parameters for the Ecm = 500 GeV baseline design. The machine
length includes a 2% overhead for energy management. The klystron power and primary
electric power quoted include a 10% regulation reserve.

• Building the linac with superstructures (section 2.1) improves the fill factor —
and hence the maximum energy for a fixed accelerating gradient and site length
— by about 6%.

• The fundamental limit for the gradient in niobium structures at 2 K is above
50 MV/m, and at TTF several 9-cell cavities have already reached gradients
around 30 MV/m. Electropolishing followed by low-temperature bake-out has
yielded systematically high performance single-cell cavities (section 2.1), with
gradients up to 42 MV/m.

• The Lorentz force detuning (which increases as the square of the accelerating
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TESLA-500,γγ

Repetition rate frep [Hz] 5
Beam pulse length TP [µs] 950
RF-pulse length TRF [µs] 1370
No. of bunches per pulse nb 2820
Bunch spacing ∆tb [ns] 337
Charge per bunch Ne [1010] 2
Emittance at IP γεx,y [10−6m] 3, 0.03
Beta at IP β∗x,y [mm] 4, 0.4
Beam size at IP σ∗x,y [nm] 157, 5
Bunch length at IP σz [mm] 0.3
Geometric luminosity Lgeom [1034cm−2s−1] 5.8
Effective γγ luminosity Lγγ [1034cm−2s−1] 0.6

Table 1.3.2: Beam parameters for the γγ option. The effective luminosity takes into
account only the high energy peak of the luminosity spectrum (Ecm,γγ ≈ 400 GeV), see
part VI, chapter 1 for details.

gradient) can be compensated by active mechanical stabilisation using fast piezo
tuners; this reduces the need to increase the regulation RF-power overhead at
higher gradients. The method was successfully demonstrated at the TTF.

As a reasonable estimate for the maximum gradient in the TESLA linac we assume
Eacc = 35 MV/m atQ0 = 5·109. Using superstructures, the energy reach of the machine
is Ecm = 800 GeV. A parameter set for this energy is shown in table 1.4.1. The beam
delivery system and the magnets in the main linac are designed to be compatible with
operation up to 400 GeV beam energy. Obtaining high luminosity at maximum energy
requires upgrading of the cryogenic plants (approximately doubling the 2K cooling
capacity) and of the RF system (doubling the number of RF stations).

It should be noted that operation above the 500 GeV reference energy is already
possible without any hardware modification. The cooling plant capacity has a 50%
overhead in the baseline design, which allows an increase of the gradient by 20–30%1,
depending on the variation of Q0 versus g. With constant RF-power, the beam current
decreases as Ib ∝ 1/g; this effect is counter-balanced by a stronger adiabatic damping
of the emittance, so that one might expect a constant luminosity. However, since the
cavity filling time increases as g/Ib ∝ g2, the beam pulse length and thus the luminosity
goes down, putting a reasonable upper limit on the initial energy reach of the machine
at about 650 GeV.

1Only the RF wall losses scale as g2/Q0, the other contributions to the 2 K load (static losses,
wakefields, about one half of the total load) remain unchanged.
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TESLA-800

Accelerating gradient Eacc [MV/m] 35
Fill factor 0.79
Repetition rate frep [Hz] 4
Beam pulse length TP [µs] 860
No. of bunches per pulse nb 4886
Bunch spacing ∆tb [ns] 176
Charge per bunch Ne [1010] 1.4
Emittance at IP γεx,y [10−6m] 8, 0.015
Beta at IP β∗x,y [mm] 15, 0.4
Beam size at IP σ∗x,y [nm] 391, 2.8
Bunch length at IP σz [mm] 0.3
Beamstrahlung δE [%] 4.3
Luminosity L [1034cm−2s−1] 5.8
No. of klystrons 1240
Power per beam Pb/2 [MW] 17
Two-linac primary electric power PAC [MW] ≈150

Table 1.4.1: TESLA parameters for an upgrade to 800 GeV. It is assumed that the linac
is built with 2×9-cell superstructures and the RF-power has been doubled (see text).
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2 Results of Superconducting Accelerator
Development

2.1 Superconducting Cavities

2.1.1 Introduction

Historically, the main drawback of superconducting (sc) accelerating structures has
been the low gradient of the cavities combined with the high cost of cryogenic equip-
ment. At the time of the first TESLA workshop [1] superconducting RF cavities in
particle accelerators were usually operated in the 5 MV/m regime; such low gradients
would make a superconducting linear electron-positron collider non-competitive with
normal-conducting colliders, and hence the ambitious design gradient of 25 MV/m was
specified for TESLA. As of writing, this gradient has been exceeded in multicell nio-
bium cavities produced by industry. In addition, the cost per unit length of the linac
has been considerably reduced by applying economical cavity production methods and
by assembling many cavities in a long cryostat.

The TESLA cavities are similar in layout to the 5-cell 1.5 GHz cavities of the elec-
tron accelerator CEBAF, which were developed at Cornell University and fabricated
by industry [2]. At that time the cavities considerably exceeded the design gradient
of 5 MV/m: hence they were considered to have a significant potential for further im-
provement, and the CEBAF cavity manufacturing methods were adopted for TESLA.
Improved quality control of the superconducting material and of the fabrication meth-
ods were made, and important new steps were introduced into the cavity preparation:

• chemical removal of a thicker layer from the inner cavity surface;

• a 1400◦C annealing with a titanium getter to improve the niobium heat conduc-
tivity and to homogenise the material;

• rinsing with ultra-pure water at high pressure (100 bar) to remove surface con-
taminants;

• destruction of field emitters using High Power Processing.

Application of the above techniques — combined with an extremely careful handling of
the cavities in a clean-room environment — has led to accelerating fields which exceed
the original TESLA-500 design goal of 25 MV/m.

The TESLA Test Facility (TTF) has been set up at DESY to provide the infra-
structure for the chemical treatment, clean-room assembly, and testing of industrially
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produced multicell cavities. An electron linac has been built as a test bed for the
performance of the sc accelerating structures with an electron beam of high bunch
charge. The linac is also equipped with undulator magnets to generate FEL radiation
in the VUV regime.

2.1.2 Superconducting material

2.1.2.1 Choice of superconductor

The existing large scale applications for superconductors are magnets and accelerating
cavities. A common requirement is a high critical temperature1, but there are distinct
differences concerning the critical magnetic field. In magnets operated with a dc or
a low-frequency ac current, ‘hard’ (type I) superconductors are required, with high
upper critical fields (15–20 T) and strong flux pinning in order to achieve high current
density; such properties are only offered by alloys like niobium-titanium or niobium-
tin. In microwave applications the limit is essentially set by the thermodynamic critical
field, which is well below 1 T for all known superconductors. Strong flux pinning is
undesirable as it is coupled with losses due to hysteresis. Hence a ‘soft’ (type II)
superconductor must be used. Pure niobium is the best candidate, although its critical
temperature Tc is only 9.2 K, and the thermodynamic critical field about 200 mT.
Niobium-tin (Nb3Sn) with a critical temperature of 18 K looks more favourable at first
sight, however the gradients achieved in Nb3Sn coated niobium cavities were always
below 15 MV/m, probably due to grain boundary effects in the Nb3Sn layer [3]. For
this reason the TESLA collaboration decided to use niobium as the superconducting
material. Among the two options — cavities made from solid niobium or by sputter-
coating of a copper cavity — the solid niobium approach promised higher accelerating
gradients and was adopted as the baseline for the TESLA cavity R&D program.

2.1.2.2 Microwave surface resistance

Superconductors suffer from energy dissipation in microwave fields since the radio fre-
quency (RF) magnetic field penetrates a thin surface layer and induces oscillations of
the unpaired electrons. According to the Bardeen-Cooper-Schrieffer (BCS) theory of
superconductivity, the surface resistance is given by the expression

RBCS ∝ f 2

T
exp(−1.76Tc/T ),

where f is the microwave frequency. For niobium the BCS surface resistance at 1.3 GHz
is about 800 nΩ at 4.2 K, and drops to 15 nΩ at 2 K (see figure 2.1.1). Because of the ex-
ponential temperature dependence, operation at 1.8–2 K is essential for achieving high
accelerating gradients in combination with very high quality (Q) factors. Superfluid
helium is an excellent coolant owing to its high heat conductivity. In addition to the

1The High-Tc ceramic superconductors have not yet found widespread application in magnets, mainly
due to technical difficulties in cable production and coil winding. Cavities with High-Tc sputter
coatings on copper have shown much inferior performance in comparison to niobium cavities.
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Figure 2.1.1: The measured surface resistance of a 9-cell TESLA cavity plotted as a
function of Tc/T . The residual resistance of 3 nΩ corresponds to a quality factor Q0 =
1011.

BCS term there is a residual resistance Rres caused by impurities, frozen-in magnetic
flux, or lattice distortions. This term is temperature independent and amounts to a few
nΩ for very pure niobium, but increases dramatically if the surface is contaminated.

2.1.2.3 Heat conduction in niobium

The heat produced at the inner cavity surface has to be guided through the cavity
wall to the superfluid helium bath. The thermal conductivity of niobium exhibits a
strong temperature dependence in the cryogenic regime (see figure 2.1.2) and scales
approximately with the residual resistivity ratio1 RRR.

Impurities have a strong impact on the thermal conductivity, and niobium with
contamination in the ppm range is required. At the niobium-helium interface a tem-
perature jump is observed due to the so-called Kapitza resistance: for a clean niobium
surface in contact with superfluid helium at 2 K, the effect gives a temperature rise per
unit power flux of about 1.6 · 10−4 K/(Wm−2) [4].

1RRR is defined as the ratio of the resistivities at room temperature and at liquid helium temper-
ature. The low temperature resistivity is usually measured at 4.2 K, applying a magnetic field to
assure the normal state.
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Figure 2.1.2: Measured heat conductivity of samples from the niobium sheets used in the
TESLA cavities: before and after the 1400◦C heat treatment (RRR = 280 and RRR = 500
respectively).

2.1.2.4 Magnetic field effects

Maximum gradient. Superconductivity breaks down when the microwave magnetic
field at the cavity surface exceeds a critical value. The limit is close to the thermo-
dynamic critical field Bc (200 mT for niobium at 2 K). The corresponding accelerating
field on the cavity axis is about 50 MV/m for the TESLA cavity geometry. Several
authors claim that RF superconductivity persists up to a so-called ‘superheating field’,
exceeding Bc by 20% in case of Nb: however it remains to be proven that RF cavities
can be reliably operated near or even beyond Bc.

Trapped magnetic flux. Although niobium is a soft type II superconductor
without strong flux pinning, weak magnetic dc fields are not expelled upon cool-down
but remain trapped in the niobium. Each flux line contains a normal-conducting core.
Trapped magnetic flux contributes to the surface resistance by an amount of 3.5 nΩ/µT
for niobium. Therefore, to achieve Q0 ≥ 109 the TESLA cavities are magnetically
shielded.

2.1.3 Design of the TESLA cavities

The TESLA cavity is a 9-cell standing wave structure of about 1 m length whose
fundamental TM mode has a frequency of 1300 MHz. The cavity is made from solid
niobium and is bath-cooled by superfluid helium at 2 K. Each cavity is equipped with:
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a helium tank; a tuning system driven by a stepping motor; a coaxial RF power coupler;
a pickup probe; and two higher-order mode (HOM) couplers.

2.1.3.1 Choice of frequency and cavity geometry

Cost economy in a long linac calls for a small cavity design and consequently a frequency
well above the 350 to 500 MHz used in storage rings like LEP or HERA. The frequency
can not be made arbitrarily high, however, because of the f 2 dependence of the BCS
surface resistance, which at 3 GHz already limits the attainable gradient to about
30 MV/m [5]. Another reason to stay below 3 GHz is the wakefields which scale with the
second to third power of the frequency (W‖ ∝ f 2, W⊥ ∝ f 3). The optimum frequency
is in the 1.5 GHz regime; the choice for 1.3 GHz was motivated by the availability of
high power klystrons.

A multicell structure is needed to maximise the active acceleration length in a linac.
An upper limit on the number of cells per cavity is given by the requirements of field
homogeneity throughout the structure and the absence of trapped modes (see below).
A 9-cell structure is close to the optimum. A side view of the TTF cavity with the
beam tube sections and the coupler ports is shown in figure 2.1.3.

The cells have a spherical contour near the equator for low multipacting sensitivity,
and a large iris radius to reduce wakefield effects. The resonator is operated in the π-
mode with 180◦ phase difference between adjacent cells. The cell length is determined
by the condition that the electric field has to be inverted in the time a relativistic
particle needs to travel from one cell to the next. The end cells have a slightly different
shape to ensure equal field amplitudes in all 9 cells. In addition there is a small
asymmetry between the left and right end cell which reduces trapping of higher-order
modes. The important cavity parameters are listed in table 2.1.1.

2.1.3.2 Lorentz-force detuning and cavity stiffening

The RF electromagnetic field exerts Lorentz forces on the currents induced in a thin
surface layer, resulting in a deformation of the cells in the µm range. The computed
frequency shift at 25 MV/m is 900 Hz for an unstiffened cavity of 2.5 mm wall thickness.
The bandwidth of the cavity equipped with the main power coupler (Qext = 2.5 · 106)
is about 520 Hz (FWHM): hence a reinforcement of the cavity is needed to reduce the
detuning. Niobium stiffening rings are welded in between adjacent cells as shown in
figure 2.1.4. They reduce the frequency shift by a factor of two1.

2.1.4 Cavity fabrication and treatment

The superconducting resonators are fabricated from bulk niobium by electron-beam
(EB) welding of deep-drawn half cells. The tubes for the beam pipes and the coupler
ports are made by back extrusion and are joined to the cavity by EB welds.

1Part of the remaining shift is due to an elastic deformation of the tuning mechanism.
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type of accelerating structure standing wave
accelerating mode TM010 , π-mode
fundamental frequency 1300 MHz
nominal gradient Eacc for TESLA-500 23.4 MV/m
quality factor Q0 > 1010

active length L 1.038 m
cell-to-cell coupling kcc 1.87 %
iris diameter 70 mm
R/Q 1036 Ω
Epeak/Eacc 2.0
Bpeak/Eacc 4.26 mT/(MV/m)
tuning range ± 300 kHz
∆f/∆L 315 kHz/mm
Lorentz force detuning constant KLor ≈ 1 Hz/(MV/m)2

Qext of input coupler 2.5·106

cavity bandwidth at Qext = 2.5 · 106 520 Hz FWHM
fill time 420µs
number of HOM couplers 2

Table 2.1.1: Parameters of the 9-cell cavity (note that we adopt here the definition of
shunt impedance by the relation R = V 2/P , where P is the dissipated power and V the
peak voltage in the equivalent parallel LCR circuit).

Figure 2.1.3: Side view of the 9-cell cavity with the main power coupler port and two
higher-order mode couplers.
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Figure 2.1.4: End section of a cavity with stiffening ring and conical head plate for welding
into the helium tank.

Impurity content in ppm (wt) Mechanical Properties
Ta ≤ 500 H ≤ 2 Residual resistivity ratio RRR ≥ 300
W ≤ 70 N ≤ 10 grain size ≈ 50 µm
Ti ≤ 50 O ≤ 10 yield strength > 50 MPa
Fe ≤ 30 C ≤ 10 tensile strength > 100 MPa
Mo ≤ 50 elongation at break 30 %
Ni ≤ 30 Vickers hardness HV 10 ≤ 50

Table 2.1.2: Technical specification for niobium used in TESLA cavities.

2.1.4.1 Niobium specification

The niobium specification for the TESLA cavities is listed in table 2.1.2. The most
important metallic impurity in niobium is tantalum, with a typical concentration of
500 ppm. The interstitially dissolved gases (mainly oxygen) act as scattering centres
for the unpaired electrons and reduce the thermal conductivity. The niobium ingot
is out-gassed by several melting cycles in a high vacuum electron beam furnace. The
interstitial oxygen, nitrogen and carbon contamination is reduced to a few ppm.

The Nb ingots are forged and rolled into sheets of 2.8 mm thickness. After rolling
the Nb sheets are first degreased and cleaned by chemical etching. The sheets are then
annealed for 1–2 hours at 700–800◦C in a vacuum oven at 10−5–10−6 mbar to achieve
full recrystallization and a uniform grain size of about 50µm. The finished Nb sheets
are eddy-current checked for defects like cracks or foreign inclusions which might impair
the superconducting properties.
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2.1.4.2 Cavity fabrication

Cavity fabrication is a delicate procedure, requiring intermediate cleaning steps and a
careful choice of the weld parameters to achieve full penetration of the joints. First,
two half cells are connected at the iris; the stiffening rings are welded in next. At
this point weld shrinkage may lead to a slight distortion of the cell shape which needs
to be corrected. Particularly critical are the equator welds which are made from the
outside, and a reliable method for obtaining a smooth weld seam at the inner cavity
surface was required. A two-pass procedure was developed, where 50% of the power
is applied to the first weld pass, and 100% on the second. In both cases, a slightly
defocused electron beam rastered in an elliptic pattern is used. The electron-beam
welding technique of niobium cavities has been perfected in industry to such an extent
that the weld seams do not limit cavity performance below ∼30 MV/m.

A challenge for a welded construction are the tight mechanical and electrical toler-
ances. These can be maintained by a combination of mechanical and radio frequency
measurements on half cells and by careful tracking of weld shrinkage. The procedures
established during the TTF cavity fabrication are suitable for large series production,
requiring quality assurance measurements only on a small sample of cavities.

The cavities are equipped with niobium-titanium flanges at the beam pipes and the
coupler ports1. NbTi can be electron-beam welded to niobium and possesses a surface
hardness equivalent to that of standard UHV flange material (stainless steel 316 LN/
DIN 1.4429). Contrary to pure niobium, the alloy NbTi (ratio 45/55 by weight) shows
no softening after the heat treatment at 1400◦C and only a moderate crystal growth.
O-ring type aluminum gaskets provide reliable seals in superfluid helium.

2.1.4.3 Cavity treatment

A layer of 100–200µm is removed in several steps from the inner cavity surface to obtain
good RF performance in the superconducting state. The standard method applied at
DESY is called Buffered Chemical Polishing (BCP) [6], and uses an acid mixture of HF
(48 %), HNO3 (65 %) and H3PO4 (85 %) in the ratio 1:1:2. The acid is cooled to 5◦C
and pumped through the cavity in a closed loop. After rinsing with ultra-pure water
and drying in a class 100 clean room, the cavities are annealed at 800◦C in an Ultra
High Vacuum (UHV) oven to out-gas dissolved hydrogen and relieve mechanical stress
in the deep drawn niobium. In a second UHV oven the cavities are heated to 1350–
1400◦C at which temperature the other dissolved gases diffuse out of the material, and
the residual resistivity ratio RRR increases by about a factor of two to around 500.
To absorb the oxygen diffusing out of the niobium and to prevent oxidation by the
residual gas in the oven (pressure < 10−7 mbar), a thin titanium layer is evaporated on
the inner and outer cavity surface (Ti being a stronger getter than Nb). The titanium
layer is later removed by 80µm and 20µm BCP of the inner and outer cavity surface
respectively. This high-temperature treatment with Ti getter is referred to as post-
purification. A severe drawback of post-purification is the considerable grain growth

1Except the first production series.
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Figure 2.1.5: Excitation curve of a high-performance 9-cell cavity. The cavity was
cooled by superfluid helium of 2 K. The systematic rms errors in the determination of the
accelerating field and the quality factor are indicated.

of the niobium: post-purified cavities are vulnerable to plastic deformation and have
to be handled with great care.

After the final heat treatment, the cavities are mechanically tuned to adjust the
resonance frequency to the design value and to obtain equal field amplitudes in all
9 cells. This is followed by a light BCP, three steps of high-pressure water rinsing
(100 bar), and drying in a class 10 clean room. The final acceptance step is an RF test
in a superfluid helium bath cryostat.

2.1.5 Cavity performance and quality control measures

2.1.5.1 Practical limitations of superconducting cavities

Figure 2.1.5 shows the ‘excitation curve’ of a high-performance 9-cell resonator; plotted
is the quality factor Q0 as a function of the accelerating electric field Eacc. An almost
constant high value of more than 1010 is observed up to 25 MV/m. The drop of Q0

at higher gradients indicates that even the best multicell cavities are still far from
reaching the theoretical limit of about 50 MV/m: the performance is limited because
the superconducting surface is not perfect.

The fundamental advantage of superconducting cavities is their extremely low sur-
face resistance at 2 K leading to RF losses which are 5 to 6 orders of magnitude lower
than in copper cavities. The drawback is that even tiny surface contaminations are
potentially harmful as they decrease the quality factor and may even lead to a thermal
breakdown (quench) of the superconductor due to local over-heating. Perfect cleaning
of the inner cavity surface is of utmost importance. Cavity treatment and assembly is
therefore carried out in clean rooms conforming to semiconductor standards.
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Two frequently encountered effects which degrade performance are field emission
of electrons and multipacting. Field emission of electrons from sharp tips has been a
notorious limitation of high-gradient superconducting cavities. In field-emission loaded
cavities the quality factor drops exponentially above a certain threshold field and X-
rays are observed. There is ample evidence that small particles or dust on the cavity
surface act as field emitters. High quality cleaning (e.g. by rinsing with high-pressure
ultra-pure water) is the most effective remedy [7]. Using high-pressure rinsing it has
been possible to raise the threshold for field emission in multicell cavities from about
10 MV/m to more than 20 MV/m in the past few years. Remaining emitters can often
be destroyed by ‘conditioning’ the cavity with short RF pulses of high instantaneous
power [8] (up to 500 kW for a 1 m long TESLA cavity).

2.1.5.2 Results from the first series of TTF cavities

The first series of 27 nine-cell resonators, fully equipped with flanges for the main
power and higher-order mode couplers, were produced by four European companies
during the years 1994/95. These cavities were foreseen for installation in the TTF
linac with a gradient of at least 15 MV/m at Q0 > 3 · 109. In the specification given to
the companies, however, no guaranteed gradient was required. According to the test
results at TTF these resonators fall into four classes:

(1) 16 cavities without any known material and fabrication defects, or with minor
defects which could be repaired;

(2) 3 cavities with serious material defects;

(3) 6 cavities with imperfect equator welds;

(4) 2 cavities with serious fabrication defects (not fully penetrated electron beam welds
or with holes burnt during welding; these were rejected).

The test results for the cavities of class 1 in a vertical bath cryostat with superfluid
helium cooling at 2 K are summarized in figure 2.1.6. With the exception of two cavities,
the TTF design goal of 15 MV/m is exceeded. Nine of the resonators achieve the more
demanding TESLA specifications of Eacc ≥ 23.4 MV/m at Q0 ≥ 1 · 1010.

The excitation curves of the class 2 cavities (figure 2.1.7) are characterized by
sudden drops in quality factor with increasing field, and rather low maximum gradients.
Temperature mapping revealed excessive heating at isolated spots; an example is shown
in figure 2.1.8a. An eddy-current scan, performed at the Bundesanstalt für Material-
forschung in Berlin (BAM), showed a pronounced signal at the defect location. With
X-ray radiography (also carried out at BAM) a dark spot with a size of 0.2–0.3 mm
was seen (figure 2.1.8b), indicating an inclusion of foreign material with a higher nu-
clear charge than niobium. Using X-ray fluorescence at HASYLAB the inclusion was
identified as tantalum.

The six cavities in class 3 were all produced by one company and exhibited prema-
ture quenches at gradients of 10–14 MV/m, and a slope in the excitation curve Q(E)
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Figure 2.1.6: Distribution of maximum gradients for the resonators of class 1, requiring
a quality factor Q0 ≥ 1 · 1010.
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Figure 2.1.7: Excitation curves of the three cavities with serious material defects (class 2).
Cavity C5 (N) exhibited a jump in quality factor.
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Figure 2.1.8: (a) Temperature map of cell 5 of cavity C6 showing excessive heating at a
localized spot. (b) Positive print of an X-ray radiograph showing the ‘hot spot’ as a dark
point.
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Figure 2.1.9: Excitation curves of the six cavities with imperfect equator welds (class 3).
Also shown is a resonator (�) made later by the same company, observing stringent
cleaning procedures at the equator welds.



2.1 Superconducting Cavities II-31

(figure 2.1.9). Temperature mapping revealed strong heating at several spots on the
equator weld and pointed to contamination of the weld seam. A new resonator man-
ufactured by the same company — after observing stringent cleaning procedures of
the weld region — showed high performance, achieving 24.5 MV/m (see figure 2.1.9).
Later cavities made by the same company showed still better performance.

2.1.5.3 Diagnostic methods and quality control

The deficiencies encountered in the first series production of TTF cavities initiated the
development of several diagnostic methods and quality control procedures.

Electron microscopy. Scanning electron microscopy with energy-dispersive X-
ray analysis (EDX) is used to identify foreign elements on the surface. Only a depth
of about 1µm can be penetrated, so one has to remove layer by layer to determine
the diffusion depth of titanium or other elements. The titanium layer applied in the
high temperature treatment was found to extend to a depth of about 10µm in the
bulk niobium. The sensitivity of the EDX method is limited and a Ti fraction below
0.5 % is undetectable. Auger electron spectroscopy offers higher sensitivity and showed
titanium migration at grain boundaries to a depth of 60µm: hence a layer of this
thickness must be removed from the RF surface by BCP after post-purification with
Ti getter.

Eddy-current scan. Microscope methods are restricted to small samples and
cannot be used to study entire cavities. In addition the methods are far too time-
consuming to check large niobium sheets. A practical device for the quality control
of all niobium sheets going into cavity production is a high-resolution eddy-current
system developed at BAM. The apparatus operates similar to a turn table and permits
a high scanning speed (about 10 minutes for a 260 mm diameter disk). A two-frequency
principle is applied: scanning with high frequency (about 1 MHz) allows detection of
surface irregularities, while the low frequency signal (about 150 kHz) is sensitive to bulk
inclusions. The performance of the eddy-current scanning device was verified with a
Nb test sheet containing implanted tantalum deposits of 0.2 to 1 mm diameter.

2.1.5.4 Second and third series of TTF cavities

The niobium sheets were all eddy-current scanned to eliminate material with tantalum
or other foreign inclusions before the deep drawing of half cells. More than 95 % of the
sheets were found free of defects, the remaining ones showed grinding marks, imprints
from rolling or large signals due to small iron chips. Most of the rejected sheets were
recoverable by applying some chemical etching. The eddy-current check has proven to
be an important quality control procedure, not only for the cavity manufacturer but
also for the supplier of the niobium sheets.

Stringent requirements were imposed on the electron-beam welding procedure to
prevent the degraded performance at the equator welds encountered in the first series.
After mechanical trimming, the weld regions were cleaned by a light chemical etching
followed by ultra-pure water rinsing and clean-room drying. The cleaning process was
performed not more than 8 hours in advance of the EB welding.
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Figure 2.1.10: Excitation curves of cavities of the third production series.

Since implementing these two additional quality control measures, no foreign ma-
terial inclusions nor weld contaminations have been found in new cavities tested so
far.

2.1.5.5 Test results in vertical cryostat

All new cavities were subjected to the standard treatment described in section 2.1.4.3,
including the post-purification with titanium getter at 1400◦C. In the second series
there was one cavity with a serious weld defect (a repaired hole in an equator weld).
The average gradient of the remainder is 23.3 ± 2.3 MV/m at Q0 ≥ 1 · 1010. From
the third series (produced by one company), nine cavities have been tested to date
(see figure 2.1.10). They exceed the TESLA-500 specification: the average gradient at
Q0 ≥ 1 · 1010 is 26.1± 2.3 MV/m and the average quality factor at the design gradient
of 23.4 MV/m is Q0 = (1.39± 0.35) · 1010.

As of writing, five cryogenic modules each containing eight 9-cell resonators have
been assembled. Figure 2.1.11 shows the performance of the cavities in the three
production series and of those installed in the five cryomodules. In both cases the
average gradient exhibits a clear trend towards higher values, and the spread in gradient
across the cavities (as indicated by the error bars) is shrinking. The most recent cavities
exceed the 23.4 MV/m operating gradient of TESLA-500 by a comfortable margin.

2.1.5.6 Tests with main power coupler in horizontal cryostat

After having passed the acceptance test in the vertical bath cryostat, the cavities are
welded into their liquid helium container and equipped with the main power coupler.



2.1 Superconducting Cavities II-33

Figure 2.1.11: Average accelerating gradients at Q0 ≥ 1010 measured in the vertical test
cryostat of: (a) the cavities in the three production series; and (b) the cavities installed
in the first five cryogenic modules for TTF (see also [9]).

The power coupler is adjusted to an give an external Q1 of typically 3 · 106. The
accelerating fields achieved in the vertical and the horizontal test are well correlated as
shown in figure 2.1.12. In a few cases a reduced performance was seen, usually caused
by field emission. Several cavities improved their performance in the horizontal test
because of operation with short (millisecond) pulses2 instead of the continuous wave
(cw) operation in the vertical cryostat. The results show that the good performance of
the cavities is maintained by taking care to avoid dust contamination during mounting
of the helium vessel and power coupler.

In one of the cryomodules installed in the TTF linac the maximum usable gradient
was determined for each of the eight cavities, restricted by a minimum quality factor
of 1 · 1010 to restrict the heat load on the helium system. The average gradient was
23.6 MV/m, indicating that installation of the individual cavities into a module does
not degrade their performance.

1In the vertical test, a weakly coupled input antenna is used whose external Q is less than the Q0 of
the cavity.

2the addition of the main power coupler allows the use of short pulses.
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Figure 2.1.12: Comparison of vertical and horizontal test results at 2 K. The average
accelerating field achieved in the vertical test with continuous wave (cw) excitation is
24.5 MV/m, in the horizontal test with pulsed excitation 25.5 MV/m. The RF pulse has
a rise time of 500µs and a flat top of 800µs.

2.1.6 Cavities of ultimate performance

The design c.m. energy of 500 GeV corresponds a gradient of 23.4 MV/m in the present
nine-cell cavities with a reduced beam pipe length. The cavities from the third indus-
trial production exceed this value by a comfortable margin, and consequently TESLA-
500 can be realized with the present cavity fabrication and preparation methods. The
energy upgrade to 800 GeV (section 1.4) requires use of the so-called ‘superstructure’,
where the effective acceleration length is increased by combining together several mul-
ticell cavities with reduced inter-cavity spacing (section 2.1.8). The accelerating field
gradient required is then 35 MV/m, which represents a significant increase compared
to the performance achieved so far. Three main obstacles might prevent us from ap-
proaching the superconductor limit of ≈ 50 MV/m in multicell niobium cavities:

• foreign material contamination in the niobium;

• insufficient quality and cleanliness of the inner RF surface; and

• quality of the welds.

The first two points are being addressed by on-going R&D programs (section 2.1.6.1).
The feasibility of so-called ‘seamless’ cavities to avoid welding is also being investigated
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(section 2.1.6.4).
While material problems may represent a significant challenge to achieving the

required cavity performance for the 800 GeV upgrade, a fundamental limitation is
given by the effect of Lorentz-force detuning, which must be reduced to allow efficient
35 MV/m operation in the linac (section 2.1.6.3).

2.1.6.1 Quality improvement of niobium and post-purification

As already discussed, niobium for microwave resonators has to be of extreme purity
for two reasons: dissolved gases like hydrogen, oxygen and nitrogen impair the heat
conductivity at liquid helium temperature; and contamination by normal-conducting
or weakly superconducting clusters close to the RF surface may cause a premature
breakdown of the superconducting state. The niobium for the TTF cavities was pro-
cessed in industry with plants which are in addition used for other metals. For the large
series production of cavities needed for the TESLA collider, it would be economical
to install dedicated facilities for the niobium refinery and the forging and sheet rolling
operations. A substantial improvement in material quality can be expected from spe-
cialized installations which are designed for the highest cleanliness, and which are free
of contamination by other metals. The same applies for the electron-beam welding
machines which must conform to Ultra High Vacuum standards: such a high-quality
EB welding machine will be installed at DESY in early 2001 to be used in the cavity
R&D program.

The recent TTF cavities have been made from eddy-current checked niobium with
gas contents in the few ppm range and an RRR of 300. Ten 9-cell cavities have been
tested before and after the 1400◦C heat treatment which raises the RRR to more
than 500. The average gain in gradient was 4 MV/m. The result implies that, with the
present surface preparation by chemical etching, the heat treatment is an indispensable
step in achieving the TESLA-500 goal. From tests at KEK there is some evidence that
the tedious and costly 1400◦C heat treatment may not be needed in cavities prepared
by electropolishing (see below).

2.1.6.2 Electrolytic polishing (electropolishing)

The Buffered Chemical Polishing (BCP) used at TTF to remove a 100–200µm thick
damage layer produces a rough niobium surface with strong grain boundary etching.
An alternative method is ‘electropolishing’ (EP) in which the material is removed in an
acid mixture under current flow. Sharp edges and burrs are smoothed out and a very
glossy surface can be obtained. In figure 2.1.13 BCP and EP treated niobium samples
are compared.

Electropolishing of niobium has been already used in the 1970’s to obtain high
magnetic surface fields in small X-band cavities (see references in [6]). But it is only
recently that this method has been developed to a high standard at the KEK laboratory
in Japan [10]. The electrolyte is a mixture of H2SO4 (95 %) and HF (46 %) in a volume
ratio of 9:1. The bath temperature is 30–40◦C. The process consists of two alternating
steps [11, 6]: oxidation of the niobium surface by the sulphuric acid under current flow
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Figure 2.1.13: SEM micrographs of niobium surface after BCP (left) and EP (right).
The average surface roughness is 1µm in the left and 0.1µm in the right sample. Height
of micrograph is 500µm (Courtesy of CERN).

(current density about 500 A/m2); and dissolving of the Nb2O5 by the hydrofluoric
acid. The rate of material removal is around 40µm per hour.

Since 1995 gradients above 35 MV/m have been routinely obtained at KEK in
several electropolished L-band single-cell niobium cavities [12]. Most of these cavities
were made from RRR 200 material and not subjected to a high temperature heat
treatment for post-purification. A KEK-Saclay collaboration demonstrated that EP
raised the accelerating field of a 1-cell cavity by more than 7 MV/m with respect to
BCP. When the electropolished surface was subjected to a subsequent BCP, the cavity
suffered a clear degradation in RF performance which could be recovered by a new EP
[13]. Thus there is strong evidence that EP is the superior surface treatment method.

CERN, DESY, KEK and Saclay started a joint R&D program with EP of half
cells and 1-cell cavities in August 1998. Gradients between 35 and 42 MV/m are
now routinely being achieved [14] (see figure 2.1.14). The current program focuses on
cavities made from niobium with RRR = 300. An important goal is to determine
whether or not the high gradients so far achieved can be obtained without the time-
consuming 1400◦C heat treatment.

Recently it has been found that an in-situ baking of the evacuated cavity at 100–
150◦C (following the EP and clean water rinsing) is an essential step in reaching higher
gradients without a strong degradation in quality factor [15]. The underlying mecha-
nism is not yet understood. The baking was applied to all single-cell cavities.

The transfer of the EP technique to multicell cavities requires considerable invest-
ment. In a first test a 9-cell TESLA resonator has been electropolished by a Japanese
company, improving its performance from 22 to 32 MV/m (figure 2.1.15). An EP facil-
ity for 9-cell cavities is under construction at DESY. Given the results obtained so far,
it is likely that EP will form an essential part of producing cavities capable of achieving
the 35 MV/m operating gradient needed for TESLA-800.
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Figure 2.1.14: Excitation curves of three electropolished single-cell cavities without heat
treatment at 1400◦C. The tests have been performed in different cryostats and under
slightly different conditions (magnetic shielding, helium temperature).

2.1.6.3 Frequency stability of the cavities

The pulsed operation leads to a time-dependent frequency shift of the 9-cell cavities.
The stiffening rings joining neighbouring cells are adequate to keep this ‘Lorentz-force
detuning’ within tolerable limits up to the nominal TESLA-500 gradient of 23.4 MV/m.
To allow for higher gradients the stiffening must be improved1, or alternatively, the
cavity deformation must be compensated. The latter approach has been successfully
demonstrated using a piezoelectric tuner [17] (see figure 2.1.16). The result indicates
that the present stiffening rings augmented by a piezoelectric tuning system will permit
efficient cavity operation at the TESLA-800 gradient of 35 MV/m.

2.1.6.4 Seamless cavities

To explore the feasibility of cavities without weld connections in the regions of high
electric or magnetic RF fields, the TESLA collaboration has pursued two alternative
‘seamless’ production methods: spinning and hydroforming.

Spinning. At the Legnaro National Laboratory of INFN in Italy, the spinning
technique [18] has been used to deform flat niobium disks into 1.3 GHz cavities. A
very high degree of material deformation was needed, leading to a rough inner cavity

1The reinforcement of niobium cavities by a plasma-sprayed outer copper layer has been investigated
at Orsay [16].
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Figure 2.1.15: Excitation curve of a TESLA 9-cell cavity after buffered chemical polishing
(BCP) and electropolishing (EP), but before application of the baking procedure.
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Figure 2.1.16: Piezoelectric compensation of the Lorentz-force induced frequency shift in
pulsed-mode cavity operation. The accelerating field is 23.5 MV/m.
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Figure 2.1.17: Excitation curve of a hydroformed 1-cell cavity after BCP and EP. Prepa-
ration and measurement of the cavity was carried out by P. Kneisel at Jefferson Labora-
tory.

surface. After mechanical grinding and heavy etching (removal of more than 500µm),
gradients of the order of 25 MV/m were obtained [20]. With an electropolished cavity,
up to 38 MV/m have been achieved [19]. Presently 1-cell, 3-cell and 9-cell cavities are
being produced from seamless Nb tubes with an RRR of 300; in this case the amount
of deformation will be much less and a smoother inner surface can be expected.

Hydroforming. The deformation of a seamless niobium tube into a cavity by
hydrostatic pressure is being studied in collaboration with industry. Starting from
a tube of intermediate diameter, the first step is to reduce the diameter at the iris
and then to expand the tube in the equator region. The deformation process is first
modeled on a computer, using measured strain-stress and plastic flow characteristics
of the niobium tubes to be used. The shaping of the tube into an external mould is
done under computer control by applying internal over-pressure and at the same time
compression along the axis direction. The deformation is done in small steps with a
strain rate below 10−3/s, following the procedure established in the simulation.

Two cavities were hydroformed at DESY from RRR 100 tubes of 134 mm diameter
and 2 mm wall thickness. One cavity was produced at a company (Butting) from a
deep drawn RRR 200 niobium tube of 156 mm diameter and 3 mm thickness. An
intermediate annealing was not needed. The DESY cavities were post-purified at a
temperature of 1400◦C with titanium getter, increasing the RRR to more than 300.
They achieved accelerating fields of 33 and 32 MV/m respectively at Q0 = 2 ·1010. One
cavity was then electropolished at KEK (removing 100µm) and reached the record
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value1 of Eacc = 42 MV/m [21] (see figure 2.1.17). The most remarkable observation is
that the excitation curve Q0(E) is almost flat up to the highest field.

2.1.6.5 Niobium sputtered cavities

Recent investigations at CERN [22] and Saclay [23] have shown that 1.3–1.5 GHz single-
cell copper cavities with a niobium sputter layer of about 1µm thickness are able to
reach accelerating fields in the order of 20–25 MV/m. This is a considerable improve-
ment in comparison with the LEP cavities but still almost a factor of two below the
performance of solid niobium cavities. Moreover the quality factor is continuously de-
creasing with rising gradient. At present there is no experimental evidence to suggest
that Nb sputtered copper cavities have the potential of achieving the TESLA-800 goal.

2.1.7 Auxiliary systems and components

2.1.7.1 Helium vessel and tuning system

The cavity is welded into a cylindrical vessel which contains the superfluid helium
needed for cooling and serves as part of the tuning mechanism. The tank is made from
titanium whose thermal contraction is almost identical to that of niobium. A titanium
bellows allows the length to be adjusted by the mechanical tuner.

Tuning the cavity to its nominal operating frequency is a challenging task since the
cavity length must be adjusted with sub-micron accuracy. The tuning system used
at TTF consists of a stepping motor with a gear box and a double lever arm. The
moving parts operate at 2 K in vacuum. The frequency tuning range is ±300 kHz with
a resolution of 1 Hz. The tuners in the TTF linac have been working for two years
with high reliability. For TESLA a more compact tuning system is under development
which incorporates a piezoelectric crystal for fast frequency adjustment (feedback).

2.1.7.2 Main power coupler

For TTF several coaxial power input couplers have been developed [24, 25, 26, 27, 28],
consisting of a cold section which is mounted on the cavity in the clean room and closed
by a ceramic window, and a warm section which contains the transition from the coaxial
line to the waveguide. The latter part is evacuated and sealed against the air-filled wave
guide (WR 650) by a second ceramic window (see figure 2.1.18). The elaborate two-
window solution was chosen for protection of the cavity against contamination during
mounting in the cryomodule, and against a window fracture during linac operation.

Bellows in the inner and outer conductors of the coaxial line of the coupler allow
a few mm of motion between the cold mass and the vacuum vessel when the cavities
are cooled from room temperature to 2 K. A low thermal conductivity is achieved by
using stainless steel pipes and bellows with a 10–20µm copper plating at the radio
frequency surface. Lower values than the design heat loads of 6 W at 70 K, 0.5 W at
5 K and 0.06 W at 2 K have been achieved in practice.

1as of writing
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Figure 2.1.18: The coaxial power input coupler (version III) for the TTF cavities. The
coaxial part is thermally connected to the 4.5 K and 70 K radiation shields of the cryostat.
The input antenna is movable to vary Qext in the range (1− 6) · 106.

The most recent coupler (version III) features two cylindrical Al2O3 windows which
are insensitive to multipacting resonances [29], and are coated with titanium nitride to
reduce the secondary electron emission coefficient [30]. The coaxial line is also insensi-
tive to multipacting resonances, and a further suppression is achieved by applying a dc
bias voltage (up to 5 kV) to the inner conductor; such a bias was originally proposed
at INP Novosibirsk and has proven very beneficial in the case of the LEP couplers [31].

An instantaneous power of 230 kW has to be transmitted to provide a gradient
of 23.4 MV/m for a 950µs long beam pulse of 9.5 mA. The filling time of the cavity
amounts to 420µs, and the decay time (after the beam pulse) is an additional 500µs.
The external quality factor of the coupler is Qext = 2.5 · 106 at 23.4 MV/m. By moving
the inner conductor of the coaxial line, Qext can be varied in the range (1–6)·106 to cope
with different beam loading conditions and to facilitate an in-situ high power processing
of the cavities at RF power levels up to 1 MW. This feature has proven extremely
useful on several occasions to eliminate field emitters that entered the cavities at the
last assembly stage.

All couplers needed some conditioning but then performed according to specifica-
tion. During experimental tests at TTF, the couplers were able to transmit up to
1.5 MW of RF power in travelling wave mode.
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Figure 2.1.19: Effect of asymmetric end cell shaping on various modes. The main accel-
erating mode TM010 and the higher modes TE111 and TM110 are not affected while TM011

is enhanced in the left end cell, TE121 in the right end cell. Using HOM couplers at both
ends, all higher-order modes can be extracted.

2.1.7.3 Higher-order mode couplers

The intense electron bunches excite eigenmodes of higher frequency in the resonator
which must be damped to avoid multibunch instabilities and beam breakup. This is
accomplished by extracting the stored energy via higher-order mode (HOM) couplers
mounted on the beam pipe sections of the nine-cell resonator. A problem arises from
‘trapped modes’ which are concentrated in the centre cells and have a low field ampli-
tude in the end cells. An example is the TE121 mode. By an asymmetric shaping of the
end half cells one can enhance the field amplitude of the TE121 mode in one end cell,
while preserving the field homogeneity of the fundamental mode and the good HOM
coupling to the untrapped modes TE111, TM110 and TM011. The effects of asymmetric
end cell tuning are sketched in figure 2.1.19.

The two polarization states of dipole modes in principle require two orthogonal
HOM couplers at each side of the cavity. In a string of cavities this complexity can
be avoided since the task of the ‘orthogonal’ HOM coupler is taken over by the HOM
coupler of the neighboring cavity. The design of the HOM coupler is shown in fig-
ure 2.1.20. The superconducting pickup antenna is well cooled and insensitive to γ
radiation and electron bombardment. A tunable 1.3 GHz notch filter suppresses power
extraction from the accelerating mode to less than 50 mW at 23.4 MV/m.

2.1.8 The superstructure concept

2.1.8.1 Limitation on number of cells per cavity

A fundamental design goal for a linear collider is to maximize the active acceleration
length in the machine and to reduce the cost of the radio frequency system. Hence
it is desirable to use accelerating structures with as many cells as possible both to
increase the filling factor and to reduce the number of power couplers and wave guide
components. However, the number of cells per cavity (N) is limited by the conditions
of field homogeneity and the presence of trapped modes. For a standing-wave structure
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Figure 2.1.20: Cross-section of the higher order mode (HOM) coupler.

operated in the π-mode, a frequency error δf in an individual cell results in an error
in the accelerating field amplitude (δAcell) of

δAcell ∝ N2 δf

kcc
,

where kcc is the cell-to-cell coupling. The sensitivity of the field pattern to small
perturbations grows quadratically with the number of cells. The probability of trapping
higher-order modes within a structure also increases with N ; such modes with a small
field amplitude in the end cells are difficult to extract by the HOM couplers. In
superconducting cavities these modes are particularly dangerous because of their long
damping times: the modes persist over a significant portion of the bunch train, causing
emittance dilution (beam break-up, see section 3.2).

The 9-cell structure chosen for TESLA is a good compromise between the conflict-
ing requirements of optimum filling factor, field homogeneity and absence of trapped
modes. In the TESLA Test facility linac each cavity is equipped with its own input
coupler and tuning system. The cavities are connected by beam tube sections and
bellows with a total length of 3/2λ, where λ = 0.223 m is the RF wavelength. The
tube diameter (78 mm) is below cutoff for 1.3 GHz: hence there is no power flow from
one cavity to the next. For the baseline design of TESLA-500 the 9-cell cavity con-
cept with individual power coupler is maintained, but the interconnection is shortened
to improve the filling factor of the machine and to reduce the nominal accelerating
gradient from 25 to 23.4 MV/m.

2.1.8.2 The superstructure

The limitations on the number of cells per cavity can be circumvented by joining several
multicell cavities to form a so-called superstructure [32]. Short tubes of sufficient
diameter (114 mm) enable power flow from one cavity to the next. Two types of
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Figure 2.1.21: Eacc along the axis of a 2×9-cell superstructure.

superstructures have been investigated in detail: Superstructure I consisting or four 7-
cell resonators; and, more recently, Superstructure II consisting of two 9-cell resonators.
The chain of cavities is powered by a single input coupler mounted at one end. HOM
couplers are located at the interconnections and at the ends. All cavities are equipped
with their own tuners. The cell-to-cell coupling is kcc = 1.9 %, while the coupling
between two adjacent cavities is a superstructure is two orders of magnitude smaller at
kss ≈ 3 · 10−4: due to this comparatively weak inter-cavity coupling the issues of field
homogeneity and HOM damping are much less of a problem than in a single long cavity
with N = 28 or 18 cells. The shape of the centre cells is identical to those in the 9-cell
TTF structures while the end cells have been redesigned to accommodate the larger
aperture of the beam tube. The radio frequency properties of both superstructures are
summarised in table 2.1.3.

2.1.8.3 Electrical properties of a superstructure

Field profile. Synchronism between the relativistic bunches and the accelerating field
requires a length of λ/2 for the shortest interconnection. When N is an odd number, the
(π-0) mode (cell-to-cell phase advance is π and cavity-to-cavity phase advance is zero)
can be used for acceleration. The field profile of this mode is shown in figure 2.1.21.

The cavities are tuned to equal field amplitude in all cells and are then welded
into their liquid helium tanks and joined to form the superstructure. It has been
verified that the pre-tuning of the cavities can be preserved during the assembly steps.
The equalisation of the field amplitudes across the cavities is then accomplished by
a method resembling the standard bead pull technique used to homogenise the field
in a multicell cavity. By means of the mechanical tuners the cavities are changed in
volume one after the other by a given amount and the resulting frequency shifts of the
(π-0) mode recorded. A perturbation calculation allows the required adjustments to
be determined. The method has been validated by tests using a copper model of the
superstructure and by computer simulations. The tuning can be carried out on the
cleaned and evacuated superstructure, and requires only one pickup probe for all the



2.1 Superconducting Cavities II-45

Parameter 4×7cell 2×9cell

sensitivity factor, N2/kcc 2600 4300
cell-to-cell coupling kcc 1.9 % 1.9 %
cavity-to-cavity coupl. kss 3.6· 10−4 2.8· 10−4

(R/Q) cavity 736 Ω 986 Ω
Epeak/Eacc 2.0 2.0
Bpeak/Eacc 4.18 mT

MV/m
4.18 mT

MV/m

distance to next resonance 158 kHz 330 kHz

Table 2.1.3: RF parameters of the superstructures.

cells.

Induced energy spread in a bunched beam. The main concerns for a chain
of cavities fed by a single input coupler is the flow of the RF power through the
interconnecting beam pipes, and the time needed to reach equal field amplitude in
all cells during pulsed-mode operation. The power flow has been extensively studied
[33, 34] with two independent codes, HOMDYN and MAFIA. The relative spread in
energy gain in a train of 2820 bunches is predicted to be less than 10−4 (figure 2.1.22),
indicating that the energy flow is sufficient to refill the cells in the time interval between
two adjacent bunches.

In superstructure I (4×7 cells) the main power coupler must transmit 675 kW of
travelling wave power at 500 GeV c.m. energy and 1080 kW at 800 GeV. For Super-
structure II (2×9 cells) the numbers are 437 kW and 705 kW, respectively. The TTF
couplers have been tested up to 1500 kW and are therefore sufficient to feed either
type of superstructure. To provide an additional safety margin for the operation at
35 MV/m (TESLA-800) the diameter of the cold coupler section will be increased from
40 mm to 60 mm.

The higher-order modes have been extensively studied for Superstructure I. Nearly
all modes propagate through the 114 mm diameter beam pipe and are efficiently damped
with 5 HOM couplers mounted at the three interconnections and at both end tubes.
The details of the dipole mode impedances differ somewhat from the 9-cell cavity, but
the overall effect on the beam dynamics is similar [35].

2.1.8.4 Technical and economical aspects of the superstructures

The baseline design of TESLA-500 rests on the well-established 9-cell TTF cavity
technology with individual power couplers but a reduced length of the interconnection
(283 mm instead of 346 mm for beam pipes and bellows). The two superstructures
under consideration improve the filling factor by 6 % and require a factor of 2–3 fewer
main power couplers in the machine. Keeping the total length of the collider constant,
the superstructures allow us to reach the 500 GeV c.m. energy with a gradient of
22 MV/m, compared to 23.4 MV/m with individual 9-cell cavities. In table 2.1.4 the
important parameters of the three versions of the TESLA accelerating system are
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Figure 2.1.22: Computed energy gain En for a train of 2820 bunches in: (a) Superstruc-
ture I (nominal gain 71 MeV); and (b) Superstructure II (nominal gain 46 MeV).

Layout Lactive Eacc no. of no. of no. of filling factor Ptrans
[m] [MV/m] power HOM tuners Lactive/Ltotal

coupl. coupl. [%] [kW]

9-cell 1.04 23.4 20592 41184 20592 78.6 232

4×7-cell 3.23 22.0 7032 35160 28128 84.9 675

2×9-cell 2.08 22.0 10926 32778 21852 84.8 437

Table 2.1.4: Different layouts of the TESLA accelerating system. The numbers refer to
TESLA-500. Ptrans is the power per RF coupler transmitted to a 9.5 mA beam.

compared.

Superstructure I. The 4×7-cell structure appears most attractive in terms of cost
reduction: 7000 superstructures would be needed and the same number of power cou-
plers. On the other hand, the cavity comprises of only 7 cells, so the number of helium
vessels and tuning systems is higher than with 9-cell cavities. A clear disadvantage
is the large overall length of 3.86 m which makes chemical and heat treatments of the
entire structure difficult.

Superstructure I was proposed first and extensive RF measurements have been
performed on a copper model. A niobium prototype is in preparation for a beam test
in the TTF linac. In this prototype the 7-cell cavities are joined by superconducting
flanges. The third generation of TTF input coupler and five HOM couplers will be
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Figure 2.1.23: Superstructure II consisting of two 9-cell resonators joined by a 114 mm
diameter beam pipe.

used. The beam test is scheduled for beginning of 2002 and will help verify the energy
spread computations and the RF measurements on the copper model. In addition the
performance of the HOM couplers, which are exposed to a higher magnetic field due
to the enlarged beam tube diameter, can be tested. Another goal is to validate the
proposed tuning method when the structure is installed in the linac.

Superstructure II. The combination of two 9-cell resonators (see figure 2.1.23)
achieves the same high filling factor1 of 85 % but is only 2.39 m long. This structure can
be chemically treated and handled with an upgraded version of the facilities at TTF.
Therefore no new welding and preparation techniques will be needed for the assembly,
which means that the excellent performance obtained with the single 9-cell cavities
can also be expected from the superstructure. Electropolishing of the 2.39 m long unit
should also be possible. The only disadvantage in comparison with superstructure I
is the higher number of power couplers, but this has to be balanced against the lower
number of tuners and helium vessels. Superstructure II will need about eighteen months
of R&D before it can go into series production: as of writing, it is expected to become
the preferred solution for the TESLA collider.

2.1.9 Summary of TESLA acceleration system layout

In this section we briefly summarize the layout of the superconducting cavity system
for TESLA. Details can be found in the previous sections.

Baseline design. TESLA-500 can be safely realized using the existing 9-cell TTF
cavities with a reduced length of the interconnecting beam pipes. In the third series
of industrially produced cavities for TTF the required accelerating field of 23.4 MV/m
is exceeded by an ample safety margin. Each of the cavities is equipped with its own
power coupler. The couplers built for TTF can transmit far higher RF power levels
than needed for the TESLA-500 beams. It should be noted that cavities, couplers and
other auxiliary systems like helium vessel, frequency tuner and HOM couplers have
been thoroughly tested with beam in the TTF linac and are suitable for the TESLA

1The filling factor defined here does not include additional lengths for magnets and module inter-
connections.
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collider.
Improvement in surface quality by electropolishing. The essential step to-

wards TESLA-800 is a new preparation method: the present chemical etching of the
inner cavity surface will be replaced by electropolishing which leads to a much smoother
surface. An electropolishing apparatus for 9-cell cavities and 2×9-cell superstructures
is under development at DESY. According to numerous tests with 1-cell cavities, im-
proved performance can be expected from the new technique with gradients in the
35–40 MV/m regime.

Superstructure. The active acceleration length in the TESLA machine can be
increased by 6 % when two 9-cell cavities are joined by a very short beam pipe to form a
superstructure. The nominal gradient for TESLA-500 is thereby reduced to 22 MV/m.
Only one power coupler per superstructure is needed, resulting in a factor of two saving
in power couplers and other wave guide components. About 18 months of R&D are
required to make this option ready for series production.

The TESLA cavity system. The basic acceleration unit for TESLA will most
likely be the 2×9-cell superstructure with a surface preparation by electrolytic pol-
ishing. According to present knowledge the TESLA-800 operating gradient should
be safely achievable. The auxiliary components and systems (e.g. main power and
HOM couplers, tuners) developed for TTF are already adequate for TESLA-500 and
need only moderate improvement for TESLA-800. The TTF cavity stiffening scheme
combined with a piezo-electric tuner will provide sufficient frequency stability at the
TESLA-800 gradient of 35 MV/m.

Currently only cavities made from solid niobium offer the potential for achieving
gradients of 35 MV/m, and this is the technology of choice for TESLA.

2.2 Integrated System Test

2.2.1 TESLA Test Facility — overview

The major challenge for the TESLA collaboration was to prove the feasibility and
reliability of achieving accelerating gradients well above 20 MV/m, i.e. high enough
for the 500 GeV linear collider. The TESLA Test Facility linac (TTFL) at DESY was
constructed to show that the high gradients achieved in the cavities could be maintained
during assembly into a linac test string, and then successfully operated with auxiliary
systems to accelerate an electron beam to a few hundred MeV. The basic characteristics
of the TTFL were designed to be as consistent as possible with the parameters of the
TESLA linear collider design.

The original proposal for the TTF [36] was for a linac test string of four cryogenic
modules, each containing eight superconducting nine-cell TESLA structures. The ini-
tial design goal was 15 MV/m, which was at that time substantially higher than super-
conducting cavities operated at other accelerator laboratories. Shortly after finishing
the first design of the TTFL, it became clear that the test linac would be almost ideal
to drive a Free Electron Laser (FEL) based on the principle of Self Amplified Sponta-
neous Emission (SASE): therefore the overall layout was changed and the FEL became
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Figure 2.2.1: Schematic layout of the TESLA Test Facility Linac (TTFL). The total
length is ∼120 m.

part of the TTF project [37, 38].

The TTF (linac) programme for the accelerator modules was planned to check many
of the aspects of operation in the linear collider:

• gradient achievable in a standard linac module;

• input coupler and higher-order mode (HOM) coupler performance;

• radio frequency (RF) control of multi-cavity systems;

• Lorentz force detuning and microphonic noise effects;

• RF conditioning of cavities and couplers;

• vacuum performance / failure recovery potential;

• cryostat design and cryogenic operation / heat load;

• dark current;

• energy and beam position feedback and control;

• alignment.

The TTF Linac was constructed to gain experience with the new components (cavities,
klystrons, diagnostics, etc.) during continuous long term operation. As of writing, the
total beam time at the TTFL was about 8,000 h. In addition, important experience
with the FEL operation was obtained [39] (see also chapter 9).



II-50 2 Results of Superconducting Accelerator Development

2.2.2 Layout of the TTF linac

The TTF linac at DESY has been designed, built, installed and operated by the TESLA
collaboration. The schematic of the linac is shown in figure 2.2.1.

The TTFL in its present set-up consists of the following sections:

• injector area;

• two accelerator modules;

• bunch compressor section;

• collimator section;

• undulator; and

• high energy beam analysis area together with the photon beam diagnostics.

The injector area includes the electron gun, the superconducting capture cavity, focus-
ing lenses, and beam diagnostic equipment for the full characterisation of the electron
beam properties. The capture cavity is identical to one of the standard nine-cell struc-
tures in the main linac. The principal parameters of the injector are listed and discussed
in the following sections.

The two installed cryomodules (each 12.2 m in length) comprise the main body of
the linac (figure 2.2.2). Each cryomodule contains eight nine-cell cavities, a supercon-
ducting quadrupole / steerer package, and a cold cavity type beam position monitor.
Each accelerating structure has an input coupler for RF power, a pickup antenna to
measure the cavity field amplitude and phase, two HOM damping couplers, and a fre-
quency tuning mechanism. The two cryomodules are connected by a cryogenic line
bypassing the bunch compressor.

The bunch compressor section between the two cryomodules is used to reduce the
electron bunch length produced in the electron gun by roughly a factor of four. The
shortening of the bunch increases the peak bunch current to several hundred amps,
which is required for a high gain of the FEL.

A collimator section in front of the undulator protects the vacuum system as well as
the permanent magnets of the undulator. Because of the small electron beam diameter
in the undulator, a beam loss in this approximately 15 m long section would be a
high risk for the linac vacuum system. Radiation from beam losses could also cause a
reduction of the magnetisation of the permanent magnet material in the undulator.

The undulator consists of three sections, each 4.5 m in length. The sinusoidal
magnetic field has a period of 2.73 cm. Focusing of the beam is accomplished using
additional permanent quadrupole magnets. Beam position monitors and wire scanners
are installed between each section and in front and behind of the complete undulator.
Additional beam position monitors within the undulator sections themselves can be
used for improving the needed overlap between the magnetic axis of the undulator, the
electron beam, and the emitted photon beam.
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Figure 2.2.2: View into the TTF Linac tunnel. The electron beam (already accelerated by
the capture cavity) comes from the right and is injected into the first accelerator module,
which can be seen in the background (yellow vessel).

The high energy beam analysis area allows the full analysis of the electron beam
parameters. Transverse profile, divergence, energy, energy spread, and bunch charge
can be measured bunch by bunch. Other measurements (e.g. bunch length) require a
scan over several bunches. The photon diagnostic section downstream of the undulator
allows the full characterisation (intensity, time structure, and spatial distribution) of
the FEL photon beam.

2.2.3 Parameters of the TTF linac

The design parameters for the TTF Linac are summarised in table 2.2.1. The achieved
parameters listed summarise the results of the year 2000 run. A description of the
various experiments, component development, and achievements is presented in the
following sections.

2.2.4 Electron gun

The test of superconducting cavities with the design bunch charge and beam pulse
current and length was planned as part of the TTF program. A radio frequency (RF)
gun is the state-of-the-art way to generate this electron beam. Furthermore, the X-ray
FEL requires bunches of sub-picosecond length at 1 nC charge. At present only laser-
driven RF photocathode guns are capable of producing such ultrashort bunches. The
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Injector TTF Linac design/achieved
Inj. I Inj. II

Injector Energy [MeV] 10 / 12 20 / 16
Norm.Emittance [pi mm mrad]

at 37 pC (only Inj.I) 5 / 3
at 8 nC (only Inj.II) 20 / 15
at 1 nC (only Inj.II) 2 / 4

Bunch frequency [MHz] 217 / 217 1-9 / 0.1-2.25
Bunch charge [nC] 0.037 / 0.037 1-8 / 0.1-10

Linac TESLA TTF Linac designed / achieved
Linac Energy [MeV] 250000 255 / 300
RF frequency [GHz] 1.3 1.3
Accel.Gradient [MV/m] with beam 23.4 15 / 14, 19, 22
Unloaded quality factor [1010] 1.0 0.3 / > 1.0
No. of Cryomodules 2628 4 / 3 + 2
Energy Spread, single bunch rms 5×10−4 ≈ 10−3/10−3

Energy variation, bunch to bunch 5×10−4 ≈ 2× 10−3 / 2×10−3

Bunch length, rms [µm] 300 1000 / 400
Beam current [mA] 9.5 8 / 8
Beam macro pulse length [µs] 950 800 / 800

Table 2.2.1: TESLA-500 – TTF Linac parameters comparison.

small emittance can be preserved by rapidly accelerating the electrons to relativistic
energies where the effects of space charge forces become small. For these reasons an
RF gun was chosen as the electron source for the TTF linac, although the specified
beam macro pulse length of 800µs presented a considerable challenge.

Since the development of the RF gun required some time, a thermionic gun was
used in the first injector (INJ1) [40] of the TTF linac. The grid of the thermionic gun
was modulated with a subharmonic of the main RF frequency, 1300/6 = 217 MHz, to
produce an 800µs long train of electron bunches with a charge of 37 pC, a length of
660 ps and a spacing of 4.6 ns. After electrostatic acceleration to 250 keV the electrons
were injected into a 217 MHz copper cavity where a velocity modulation was imposed
on the particles to achieve a longitudinal compression in the following drift space. A
superconducting 9-cell cavity, the booster cavity in figure 2.2.1, raised the energy to
12 MeV. This electron beam has been used to commission the TTF linac and to check
many technical components. In particular it has been possible to operate the super-
conducting cavities with full beam loading [41] and to verify the proper functioning
of the klystron, the high power RF distribution system and the digital RF control
system. Furthermore, first studies of higher-order modes and multibunch effects were
made using this injector (see below).

The development of an RF gun was started at FNAL, based on the existing design
of operating RF guns at BNL and Los Alamos. Later, an alternative design was
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pursued at DESY [43] which tried to optimise the gun with respect to the FEL beam
emittance requirements: a coaxial RF input coupler was used, which improved the axial
symmetry of the accelerating field and gave more freedom to optimize the pattern of
the superimposed magnetic field at the cathode (i.e. the position of focusing solenoids).

The main challenges of the RF gun development were:

• the long macro pulse of 800µs length;

• the high gradient of 35 MV/m at the cathode surface;

• a long life time of Cs2Te cathodes with high quantum efficiency;

• experience with a cathode preparation system [44].

In addition, the development of a UV laser with sufficiently high power and a pulse
structure suitable to produce the required electron beam time structure [45] presented
a considerable challenge.

The FNAL RF gun has been in use at DESY since 1998. The laser, RF supply
(∼2.2 MW), amplitude and phase controller, water cooling system, and cathode prepa-
ration and handling system are all used routinely. At gradients above 30 MV/m we
routinely have 800µs long RF pulses in the gun. The dark current (typically 100µA)
at the gun exit is low enough to scrape off. The laser produces the required pulse
structure, although for FEL operation the pulse length should be shortened. Gun con-
ditioning is, however, problematic and generally time consuming, and additional minor
design problems are still under investigation. Details of the results of the operation of
the FNAL RF gun are given in [46]. Further R&D on the gun and beam transport to
the first accelerating module will be carried out using the DESY RF gun [47].

2.2.5 Booster cavity and low energy beam analysis area

The approximately 4 MeV electron beam from the RF gun is injected into the booster
cavity which is a standard nine-cell TESLA cavity. This cavity was one of the first
prepared for the TTFL. Its field emission onset is about 14 MV/m. A feedback system
[48] allows the cavity to operate with an amplitude stability better than 0.1%, and a
phase stability of better than 1◦. The cavity was operated with full beam loading and
with the design beam parameters. The typical beam energy downstream of the capture
cavity is 16 MeV.

The beam transport system at 16 MeV consists of a magnetic dipole chicane, a
spectrometer section ending at a beam dump, and the straight matching section to the
first accelerator module. The chicane was installed to study bunch shortening at low
energies. The challenge facing the injector beam transport is to achieve a low emittance
as well as a short bunch length under the presence of large space charge forces. At
1 nC the optimized normalized emittance was measured at 4 mm mrad, and at 8 nC
approximately 15 mm mrad [49, 50].

The spectrometer arm is used to tune the injector with respect to energy and energy
spread. At 16 MeV beam energy the optimized relative energy spread was measured
at 0.2 % (rms).
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2.2.6 Accelerator modules

The layout of the TTF linac accelerator modules is very similar to the layout for the
TESLA main linac, which is described in detail in section 3.3. The main difference is
the length, which is about 12 m for the TTF modules and about 17 m for TESLA. The
reason is that the TTF modules accommodate eight 9-cell cavities whereas 12 cavities
are foreseen for the TESLA linac modules.

Results of measurements of the static heat load at the various temperature points
are listed in table 2.2.2. The somewhat higher value at 2 K with respect to the design
heat load is due to the cables for additional diagnostics (e.g. temperature sensors,
vibration sensors), which will not be present in the TESLA linac modules.

static load (design) static load (meas.)

at 2 K / Watts 2.8 4
at 4.5 K / Watts 13.9 13
at 70 K / Watts 76.8 78

Table 2.2.2: Summary of TTF heat load for one accelerator module.

As of writing five accelerator modules have been built since the beginning of the
TTF programme. Three of them have been installed in the TTFL; the last two are
foreseen for the extension of the linac to higher energies. Cavities operated in the TTFL
have shown slightly lower gradients compared to the vertical or horizontal cavity tests
(see figure 2.1.11 in section 2.1.5.5); this is because of different field emission onsets, and
because the operation of several cavities connected to one single klystron is limited by
the worst cavity. The maximum gradients achieved (at quality factors higher or equal
to the design value of Q0 = 1010) with the three modules are given in table 2.2.3.

In the linac a total of 16 cavities are driven by one klystron. The cavities have
been routinely operated at a gradient of ≈15 MV/m providing a 260 MeV beam for
different experiments including stable FEL operation. The achieved relative amplitude
stability of 2×10−3 and absolute phase stability of 0.5◦ complies with the requirements.
Residual fluctuations are dominated by a repetitive component which can be further
reduced be using an adaptive feedforward, significantly surpassing the design goals (see
section 3.4 and [51]).

module No. module name RF test (Q0 > 1010) beam operation

1 1 (ACC1 old) 17.5 14
2 2 (ACC2) 21.2 19
3 3 (ACC1 new) 23.6 22
4 4 25.4 to be tested
5 1* 25.3 to be tested

Table 2.2.3: Gradients achieved in the TTF Linac accelerator modules.
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One of the major challenges for the RF control of superconducting cavities is the
Lorentz force detuning: the electromagnetic field inside the structures deforms the cav-
ity causing it to detune. The frequency change scales with the square of the accelerating
gradient and depends on the mechanical stiffness of the cavities. At high gradients the
frequency change is comparable with the bandwidth, and the stabilization of the field
amplitude requires additional RF power. Recently an active system was successfully
tested which compensates the frequency detuning by means of a piezoelectric tuner
(see section 2.1).

The transport of very low emittance beams along the TESLA linac requires trans-
verse higher-order mode (HOM) damping: the HOM Q values should not exceed ∼ 105.
HOM couplers mounted on the beam tubes of the TESLA nine-cell superconducting
cavities are foreseen for this purpose. So-called ‘trapped’ modes whose energy is con-
centrated in the central cells of the cavity can only be detected using the accelerated
electron beam [52]. In a dedicated experiment using an intensity-modulated beam from
injector-I, a high-order 2585 MHz dipole mode was found with a Q factor up to 9×105

[53]. The mode could be identified with the highest mode of the third dipole passband.
The high Q factor is outside the specifications for the TESLA linac, but is expected to
be avoidable by a better control of the cavity’s geometry or a slight re-positioning of
the HOM coupler (or both).

One of the measurements performed with long beam pulses is shown in figure 2.2.3.
An almost 800µs long macro pulse comprising 1800 bunches with more than 3 nC bunch
charge each was accelerated in the TTF Linac. With the macro pulse current being
about 8 mA, the bunch charge was stable within ∼10%, the achieved energy stability
was σE/E=0.07%. The above mentioned RF control of the superconducting cavities
was used together with a beam loading compensation.

2.2.7 Bunch Compressor

The free-electron laser operation mode of the TTFL requires short electron bunches
with high intensity. Therefore a bunch compressor is inserted between the two accel-
erating modules to increase the peak current of the bunch up to 500 A, corresponding
to 0.25 mm bunch length (rms) for a 1 nC bunch with Gaussian density profile. The
compression is achieved by making use of the path length difference for particles of
different energy in a bending magnet system (chicane). By accelerating the bunches
slightly off-crest in the RF wave, particles in the bunch head have a lower energy than
in the tail and thus travel a longer distance in the chicane.

It is routinely verified that a large fraction of the bunch charge is compressed to
a length below 0.4 mm (rms) [54]. In addition there are indications that the core is
compressed even further, giving an estimated peak current of 400± 200 A. At these
short bunch lengths, coherent synchrotron radiation produced in the magnetic chicane
may affect the emittance and the energy spread of the bunch [55].
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Figure 2.2.3: Acceleration of long macro pulses. The beam energy and the bunch charge
within one single macro pulse are shown. The RF control system was operated with beam
loading compensation. The bunch spacing was 444 ns.

2.2.8 Collimator

The second installed accelerator module of the TTFL is followed by a collimator section
which combines the transverse matching of the electron beam to the undulator with
the protection of the undulator vacuum chamber and magnets. As a consequence of
the small beta function in the undulator — typically 1 m, corresponding to an rms
beam sizes of ∼100µm — it only requires 10 bunches with 1 nC charge to burn a hole
into the vacuum chamber. In addition radiation damage of the Sm2Co17 permanent
magnets in the undulator from either beam halo (dark current) or direct beam loss
could degrade the field quality. The collimator consists of a pair of spoiler / absorber
units, and the optics (quadrupole settings) is matched so that the physical apertures
of the downstream undulator lie within the collimator shadow.

2.2.9 Undulator

The undulator is a 12 mm gap permanent magnet device which uses a combined func-
tion magnet design [56]. It has a period length of 27.3 mm and a peak magnetic field of
0.46 T, resulting in an undulator parameter of K = 1.17. The beam pipe diameter in
the undulator (9.5 mm) [57] is much larger than the beam diameter (300µm). Electron
beam focusing is achieved by integrated quadrupoles producing a gradient of 12 T/m
superimposed on the periodic undulator field. The undulator system is subdivided
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into three segments, each 4.5 m long and containing 10 quadrupole sections, i.e. 5 full
focusing-defocusing (FODO) cells. The FODO lattice periodicity runs smoothly from
segment to segment. There is a spacing of 0.3 m between adjacent undulator segments
for diagnostics (e.g. wire scanners [58]). The total length of the undulator section is
14.1 m. The vacuum chamber incorporates beam position monitors and orbit correction
magnets (one for each quadrupole).

The first observation of SASE in a free-electron laser was at the beginning of year
2000 (see section 9.2 and [39]). The emitted radiation was in the Vacuum Ultraviolet
range between 80 nm and 180 nm wavelength. Later in the year, the SASE gain was
increased to approximately 105. For the radiation intensity measurements different
detectors were used [59].

2.2.10 Beam diagnostics

The high energy beam analysis area at the end of the TTFL allows the full analysis of
the electron beam parameters. Transverse profile and beam divergence are measured
using optical transition radiation (OTR) screens [60] as well as diffraction radiators
[61]. Energy and energy spread are measured in the dispersive section again using
OTR screens. A system combining the readout of different toroid monitors installed in
all sections (from the gun to the beam dump) measures the beam intensity and monitors
the transmission along the linac; together with a number of photo-multipliers, it forms
part of the interlock system and protects the TTFL against excessive beam losses.

The above measurements can be made on a single bunch: measurement of the
bunch length requires averaging over several bunches. A bunch length monitor using
interferometry of coherent transition radiation is located downstream of the second
accelerator module.

The symbiosis between the accelerator module test and FEL operation has proven
useful with respect to the development of new diagnostic techniques. The measurement
of wakefields excited by bunches of different length [62] and the test of a beam trajectory
monitor for the TTF FEL undulator [63] are two good examples.
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3 Main Linac

3.1 Introduction

In this chapter, we describe the layout and the properties of the main linacs, in which
the electron and positron beams are accelerated from 5 to 250 GeV at a gradient of
Eacc=23.4 MV/m. The electron and positron linacs have a total length of 14.4 km each,
including a ∼2 % overhead for energy management in case of klystron failures. The
10,296 9-cell cavities per linac are contained in cryomodules (12 cavities per module, see
section 3.3), which also house the focusing quadrupoles, steering magnets, and beam
position monitors (BPM).

The radio frequency (RF) system (section 3.4) consists of 286 10 MW klystrons
per linac (including overhead), which are installed in the tunnel and connected to the
pulsed power supplies (modulators) in the external service halls by high voltage cables.
The linac is operated at a pulse rate of 5 Hz, except for the first 3 km of the electron
linac where the pulse rate is doubled to accelerate both the collider beam and the beam
driving the X-ray Free Electron Laser (chapter 9). The flexibility of the RF control
system allows independent adjustment of the accelerating gradient for the alternating
collider and FEL beam pulses.

The small design emittance requires careful control of the beam dynamics in the
linac. This important issue is discussed in the following section.

3.2 Beam Dynamics

To achieve the desired high luminosity, long trains of bunches with small transverse
emittances are required. In this section, emittance preservation during acceleration in
the main linac is discussed. The primary sources of transverse emittance dilution in
a high energy linear accelerator are the transverse wakefields excited in the accelerat-
ing sections in the presence of imperfections, and the dispersive errors caused by the
focusing magnets. For TESLA, the low RF frequency and corresponding large irises
of the accelerating structures result in much smaller wakefield kicks for a given mis-
alignment than in higher frequency room-temperature designs. Furthermore, a given
dispersion generates less emittance blow-up, because the beam energy spread is kept
small along most of the accelerator. The small wakefields and low energy spread ul-
timately result in relatively relaxed alignment tolerances for the various components
(focusing magnets, beam position monitors, accelerating structures), for which mod-
ern optical survey techniques in combination with the standard beam-based alignment
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Collider FEL

Accelerating gradient Eacc [MV/m] 23.4 9.2–23
Injection energy Ei [GeV] 5 2.5
Bunch charge Ne [1010] 2.0 0.63
Bunch spacing ∆tb [ns] 337 93
Bunch length σz [µm] 300 25–50
Norm. design emittance εx, εy [10−6m] 10, 0.03 (at IP) 1.5 (at undulator)
Norm. emittance at injection εx, εy [10−6m] 8, 0.02 0.9
Beam size at injection σx,i, σy,i [µm] 320, 16 150
Beam size at linac exit σx,f , σy,f [µm] 60, 3 ≈35–60
Initial uncorr. energy spread σE,i/E [%] 2.5 0.1
Off-crest RF phase ΦRF [◦] 5 0–30
Correlated energy spread δcor [10−4] 3 10–1
Total spread σE,f/E at linac exit [10−4] 6 10–1.5

Table 3.2.1: Overview of beam parameters in the main linac.

procedures are sufficient. Table 3.2.1 lists all important linac parameters relevant to
beam dynamics issues for both the HEP and FEL beams.

3.2.1 Beam optics

The beam is kept focused in the linac by means of a FODO lattice, which is charac-
terised by its phase advance and beta functions. The wakefields are sufficiently small
that suppression techniques such as Balakin-Novokhatski-Smirnov (BNS) damping [1]
are not required, and a relatively large beta function and a weak beta scaling with
energy can be used. The wakefield effects are dominant for large beta values (less
quadrupoles) whereas the chromatic effects are dominant for small beta values (more
quadrupoles). The TESLA lattice represents an optimised solution which balances the
two contributions to the transverse emittance growth. The linac is divided into two
sections:

• from 5 to 125 GeV, a FODO cell with βmax = 127 m and a cell length of 65 m is
used, which is constructed from four accelerator modules;

• from 125 to 250 GeV, a longer cell (96 m) with βmax = 167 m is used, constructed
from six modules.

The phase advance per cell is 60◦ in both cases. There are 365 FODO cells in total, so
that the phase advance over the entire linac is about 60× 2π. The maximum required
quadrupole field at 400 GeV is 47 T/m for a magnetic length of 0.6 m. For orbit correc-
tion, every quadrupole contains a vertical correction coil, with an additional horizontal
coil for every second (horizontally focusing) quadrupole. The vertical coils are also
used to provide the small deflection required to follow the curvature of the earth, for
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Figure 3.2.1: Vertical profile of the beam orbit (blue line) in the electron linac.

which a maximum integrated field gradient of 0.01 Tm is required (at 400 GeV). The
effect of synchrotron radiation emitted in the steering magnets on the beam emittance
and energy spread is negligible.

In the first 3 km section of the electron linac, the 60◦-lattice is also suitable for
the FEL beam over most of its foreseen energy range. At low FEL energy operation
(corresponding to an accelerating gradient of 9.2 MV/m, as compared to 23.4 MV/m
for the High Energy Physics beam), a reduction to 45◦ per cell for the high-energy beam
is necessary to avoid over-focusing of the lower-energy FEL beam, which sees a phase
advance of 118◦ per cell (see also chapter 9). In addition, simultaneous operation of
two very different energy beams in a linac which follows the curvature of the earth
leads to intolerable systematic dispersive orbit offsets [2]. To avoid the latter effect, we
have chosen to align this section of the linac along an exact straight line (in contrast
to the previous layout [3]). Figure 3.2.1 shows the geometry. The beam line starts in
the plane of the HERA ring, which is tilted with respect to the horizontal plane by an
angle of -8 mrad. The transition to the line following the earth’s curvature is provided
by an achromatic bend insertion directly after the high-energy FEL beam extraction
point. The emittance increase due to synchrotron radiation is negligible for the 50 GeV
beam, and is still tolerable for the case of the linac-ring e-p collider option, where a
beam of several hundred GeV would have to pass through this bending section in the
opposite direction.

3.2.2 Single bunch effects

We consider first the short-range wakefield effects: as a bunch travels through the ac-
celerating structures, wakefields are excited which act back on the bunch itself. The
longitudinal wakefields affect the energy of the particles along the bunch, leading to a
so-called correlated energy spread. For a beam which is off-axis in a cavity, the trans-
verse wakefields tend to deflect the tail of the bunch away from the axis, resulting in a
‘banana shape’ of the bunch and a corresponding increase of the transverse emittance.
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Figure 3.2.2: Longitudinal wake potential for σz = 300µm (High energy Physics beam,
HEP) and σz = 25µm (Free Electron Laser beam, FEL). The dotted line indicates the
charge distribution of the bunch.

3.2.2.1 Longitudinal single bunch dynamics

The longitudinal wakefields for the TESLA 9-cell cavities and a short bunch length
(σz < 1 mm) have been carefully calculated. As the bunch travels through the cavities,
the wakefield changes, and only reaches a steady state after passing through a number
of structures. To correctly determine this steady state wake for the long periodic array
of cavities in the linac, the computations were carried out for a chain of up to 16
cavities [5, 6]. From these calculations an analytic approximation for the point charge
wake function per unit length of accelerating structure was derived:

w(s) = −38.1

[
V

pC ·m
](

1.165 · exp

(
−
√

s

3.65 · 10−3 m

)
− 0.165

)
.

The corresponding wake potentials for Gaussian bunches of length σz = 300µm (HEP
collider beam) and σz = 25µm (FEL beam) are shown in figure 3.2.2.

The correlated energy spread induced by longitudinal wakefields can be minimised
by running the bunch at the optimal RF-phase. This method works well for the 500 GeV
collider parameters, but is less efficient for the FEL beam due to the short bunch (see
figure 3.2.3 and table 3.2.1). In addition to the correlated energy spread induced
by the wakefields and the curvature of the applied RF, there is an initial uncorrelated
energy spread present in the injected beam (generated in the bunch compressor), which
decreases adiabatically with acceleration. At injection, this energy spread is 2.5%
and 0.1% for the collider and FEL beams respectively, and must be included in the
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calculations of chromatic emittance growth.

3.2.2.2 Transverse single bunch dynamics

For beam dynamics studies in the transverse plane, we need the transverse wake excited
by a point-like charge (Green’s function), while cavity codes only give the transverse
bunch wake of a displaced bunch. The transverse impulse factor k⊥ (a quantity propor-
tional to the total transverse momentum given to the bunch by its own wake) has been
computed for different bunch lengths [4, 3]. A fit of k⊥ suggests a σz

1/2 dependence.
The corresponding required delta wake per unit length is deduced from the fit of the
transverse impulse factor:

W⊥(s) = 1290
√
s/m− 2600 s/m (V/pC/m2)

where s is the position behind (s > 0) the exciting point-like charge. When a bunch
is injected off-axis, it performs a betatron oscillation about the central orbit. The
tail particles of the bunch are then resonantly driven by the wakefield excited by the
head particles. As a result, the amplitude of the oscillation grows rapidly as the beam
travels down the linac. This effect leads to a tolerance on the allowed amplitude of the
betatron oscillation. For the high-frequency machines, the wakefields are strong and
the corresponding amplitude tolerance very tight, and BNS damping must be used to
reduce the resonant effect. BNS damping works by making the head more energetic
than the tail of the bunch, and the transverse wake effect is then partially compensated
by the chromatic phase advance of the trailing particles. The disadvantage of BNS
is the relatively large correlated energy spread that is required, which results in a
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larger dispersive emittance dilution due to quadrupole misalignments. Fortunately,
BNS damping is not required for TESLA due to the weak wakefields, and the energy
spread can then be kept at its minimum value along the entire linac. Figure 3.2.4
shows the development of the emittance growth along the linac for the linac lattice
as described above, with an initial beam offset equal to a one rms beam size and no
BNS damping. We note that even without BNS damping, the final emittance growth
from the transverse wakefield is less than 2.5%. When the initial uncorrelated bunch
energy spread is taken into account, an additional emittance dilution occurs due to
chromatic filamentation. Performing the calculation again for one σy injection error
yields ∆εy/εy=6%. For the FEL beam, the emittance growth is below 1%.

Next, we study the emittance growth caused by the transverse wakefields of ran-
domly misaligned cavities. The average emittance dilution for the collider beam, calcu-
lated from 50 different random seeds of cavity misalignments with δyc=0.5 mm (rms),
is ∆εy/εy=7% (see figure 3.2.5). The effect is negligible for the FEL beam. A fur-
ther reduction of emittance growth is possible by using a non-dispersive orbit bump
method: with only two closed bumps at different positions in the linac we obtain a
residual emittance dilution at the end of the linac of ∆εy/εy ≈1%. While it may be
questionable whether the emittance can be measured with an accuracy of less than
1%, the bump method can still be useful for an empirical optimisation of the collider
luminosity.

In order to avoid a continually growing trajectory in the presence of quadrupole
alignment errors, the beam must be steered all along the linac. The simplest trajectory
correction is the so-called ‘one-to-one’ method, where the dipole correctors steer the
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beam to the magnetic centres of the quadrupoles using BPM measurements. Since
the actual orbit will then follow the BPM misalignments, dispersive errors will arise.
The realistic alignment errors after installation and survey of the linac modules are
0.3 mm (rms) for the quadrupoles and 0.1 mm (rms) for the BPMs with respect to
the quadrupole centres. From simulations of the current lattice, the mean emittance
growth due to the above random alignment errors — and after one-to-one steering
— is one order of magnitude larger than the vertical design emittance. While this
is acceptable for the initial commissioning of the machine, more elaborate correction
algorithms are required for high luminosity operation:

• initial beam-based alignment techniques; and

• dispersion-free (DF) steering.

Beam-based alignment differs from the more standard optical alignment (survey) tech-
niques in that the misalignments are deduced from BPM measurements with different
beam trajectories. Beam-based alignment and correction has been developed and ap-
plied at the Stanford Linear Collider (SLC), the Final Focus Test Beam (FFTB), and
several electron storage rings (for example see [7, 8, 9, 10, 11]), and can be considered
a well established technique. The basic idea behind all the methods is to effectively
replace the absolute error of an orbit measurement by the relative error of the BPM
(i.e. its resolution), which is much smaller than the absolute BPM misalignment. For
example, in the ‘shunt’ technique the strength of a single quadrupole is changed and
the variation of the orbit downstream is measured. If the beam is steered through the
magnetic centre of the quadrupole, the difference orbit becomes zero. The BPM next
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to the quadrupole then shows its relative offset with respect to the quadrupole centre,
with a precision equal to the BPM resolution. In contrast to this local method, the
dispersion free (DF) steering algorithm [12] uses the variation of the strength of all
quadrupoles simultaneously in the entire linac or a sub-section of it. The applied cor-
rection algorithm aims at minimising the measured difference orbit and thus effectively
eliminates the absolute BPM offsets. We have investigated both the shunt method and
the DF algorithm and found that a BPM [13] resolution of 10µm (rms) is sufficient to
limit the dispersive emittance growth in the linac to a few %. The results of computer
simulations for the DF method are shown in figure 3.2.6. The dispersive emittance
growth obtained by averaging over 50 random seeds of misalignments amounts to 1%
for an iterative procedure, in which the DF-algorithm is applied to sections of 20 FODO
cells per step (see [14] for details). The residual orbit deviations after DF-correction
yield an additional emittance growth from the transverse wakefield of 2% (figure 3.2.6).

In addition to a transverse alignment error, the cavity can be tilted longitudinally.
The accelerating field then gives an additional transverse kick to the beam, with a
strength which depends on the longitudinal position in the bunch. The tolerance on
the cavity angle error has been estimated from numerical simulations at 0.5 mrad.

3.2.3 Multi-bunch effects

The TESLA beam pulse is composed of many bunches. Each bunch feels the accu-
mulated effects of the long-range wakefields of all the preceding bunches. As a result,
the amplitude of oscillation of the bunches increases rapidly as the bunch train travels
down the linac. This phenomenon, called multi-bunch beam breakup (BBU), sets the
tolerance on the cavity alignment with respect to the beam axis. In addition the bunch-
to-bunch energy deviation will introduce a multi-bunch emittance growth, analogous
to the single bunch dispersive dilution already mentioned.

3.2.3.1 Longitudinal multi-bunch dynamics

The inter-bunch energy spread should be smaller than the single-bunch energy spread
in order to avoid strong additional chromatic effects. The multi-bunch energy spread
is mainly produced by the transient beam loading in the accelerating structures. For-
tunately, the high beam loading will be compensated in the standing-wave TESLA
cavities by matching the power extracted by the beam to the RF power supplied by
the klystron. A residual energy gain variation along the beam pulse is mainly caused
by Lorentz force detuning and microphonics in the cavities, and RF mismatches; these
will be suppressed by a feedback system down to 5 ·10−4. The dispersive orbit variation
over the bunch train is then of the order of a few tenths of the vertical beam size (rms).
This does not present a problem in the linac and, since the energy variation takes place
on a time scale much longer than the bunch spacing, it will be removed by the fast
orbit correction feedback in the beam delivery system (chapter 7).

Because of the natural frequency spread of the longitudinal higher-order modes
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Figure 3.2.6: Beam orbit (upper figure) and emittance growth (lower figure) after multi-
stage dispersion free correction.

(HOM), the resulting energy kicks given to the bunches of the train cancel out, and
the total effect is therefore negligible.

3.2.3.2 Transverse multi-bunch dynamics

With a train of bunches, the long-range wakefields excited by each bunch will act on
the subsequent bunches. The major effect comes from the multi-bunch beam break-
up (or cumulative BBU) instability. Two methods are used to suppress the effects
of cumulative BBU: cavity detuning and damping. The required random detuning of
the transverse HOMs is naturally provided by cavity fabrication errors. As long as
the bunch displacements are small, the effective wake is the average of the individual
modes over many structures. For a Gaussian distribution of errors (HOM frequencies)
and an infinite number of cavities, the effective wake would be reduced by the factor

exp
[−1/2(σωτ)2],
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Frequency Loss factor R/Q Q
(ave. meas.) (simulation) (simulation) (meas.)

[GHz] [V/pC/m2] [Ω/cm2]

TE111-like
1.6506 19.98 0.76 7.0·104

1.6991 301.86 11.21 5.0·104

1.7252 423.41 15.51 2.0·104

1.7545 59.86 2.16 2.0·104

1.7831 49.20 1.75 7.5·103

TM110-like
1.7949 21.70 0.77 1.0·104

1.8342 13.28 0.46 5.0·104

1.8509 11.26 0.39 2.5·104

1.8643 191.56 6.54 5.0·104

1.8731 255.71 8.69 7.0·104

1.8795 50.80 1.72 1.0·105

TE-like
2.5630 42.41 1.05 1.0·105

2.5704 20.05 0.50 1.0·105

2.5751 961.28 23.80 5.0·104

Table 3.2.2: Dipole modes with highest loss factors of the 9-cell cavities as used for the
multi-bunch beam dynamics simulations. The average frequencies and the Q values are
taken from measurements at the first 3 TTF modules. The loss factors were obtained from
MAFIA simulations.

where σω is the rms angular frequency spread and τ the elapsed time. In reality, the
averaging is performed over a finite number of sections and the wake envelope does
not vanish completely, but re-coheres at a later time: therefore, in order to reduce
the effective wake for the rest of the long TESLA bunch train, a small damping is
required. The lower the quality factor Q, the less will the excited field persist over the
bunch train. The quality factors of the modes are reduced by means of HOM dampers,
which are mounted at both ends of a TESLA cavity. The parameters of the dipole
modes used for the multi-bunch calculations (frequency, geometric impedance and Q)
are given in table 3.2.2. The assumed damping, with Q values of around or below 105

for the highest R/Q modes, are in agreement with measurements made at the TTF.
For a few of the cavities installed in the TTF linac, one dipole mode (at 2.58 GHz) has
shown a Q value higher than assumed [15]: however, it is expected that by a better
control of the mechanical tolerances of the cavities or a re-arrangement of the HOM-
couplers (or both), this can be cured. We shall also see below that most of the BBU
effect can be removed by the fast intra-train orbit correction system, so that it remains
uncritical even in the case of a higher Q.
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Figure 3.2.7: Transverse long-range wake, calculated with the HOMs listed in table 3.2.2,
and averaged over 36 cavities with a frequency spread of 0.1%.

The effective dipole wake after detuning and damping is plotted in figure 3.2.7.
After one bunch spacing (337 ns) the wake has decreased by an order of magnitude, and
after about 100µs the HOM damping becomes effective. The multi-bunch emittance
growth for the whole train has been obtained from computer simulations, and is shown
in figure 3.2.8 (averaged over 10 different random seeds of cavity misalignment, with
δyc =0.5 mm rms, no quadrupole misalignments). The mean value of the relative multi-
bunch emittance growth is only 3%. The corresponding rms bunch orbit offsets are
about two tenths of the beam size, sufficiently small to avoid an additional contribution
to the single bunch emittance growth.

One of the advantages of the long TESLA pulse is that even with weak damping,
a ‘steady state’ of HOM excitation is reached after a small fraction (∼10%) of the
bunch train. This can be seen in figure 3.2.9, where the individual orbit offsets of the
bunches at the end of the linac are shown. Since only the fluctuation of the bunch
offsets (and angles) around the average orbit matters for the emittance dilution, the
rapid transition to a steady state helps to limit the BBU-driven emittance dilution to
a tolerable value. We should point out that even a less favourable situation (e.g. when
some of the HOMs have higher Q-values than expected, or the machine is operated with
shorter pulses) does not present a serious problem regarding the multi-bunch dynamics,
since the pattern of bunch offsets is essentially static, i.e. reproducible from pulse to
pulse. It can therefore be removed by the fast orbit correction system after the linac,
operating in a feed-forward mode. We have investigated with computer simulations the
stability of the bunch orbit offsets with respect to the average orbit under the influence
of ground motion, injection errors and bunch-to-bunch charge fluctuation [17]. One
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Figure 3.2.8: Multi-bunch emittance growth along the linac, averaged over 10 random
seeds of cavity misalignments (δyc = 500 µm).

such simulation result is shown in figure 3.2.9 for the example of a one σy injection
error. The entire bunch train at the end of the linac is shifted because of the coherent
betatron oscillation, but the pattern of orbit offsets due to HOMs remains almost
unchanged: after subtracting the average orbit difference, the change in the individual
bunch offsets is less than 10−2σy rms from all of the above mentioned effects.

3.2.3.3 Orbit stability

Ground motion is of major concern because it will over time displace the quadrupoles,
which in turn will dilute the beam emittance in the linac through dispersive effects.
Numerous power spectra of ground motion have been measured at different sites. At
low frequency, the motion can be quite large and is usually described by the ‘ATL’
rule, which states that the relative rms displacement ∆y of two points separated by a
distance L and after a time T (A is a constant which depends on the geology of the
considered site) is given by

∆y2 = A · T · L.
Slow orbit correction (feedback) can be used up to a frequency of some small fraction

of the repetition rate (=5 Hz). At higher frequencies, the ground motion (vibration)
amplitude falls off rapidly, but occurs too fast to use beam orbit feedback with simple
steering magnets.

We have derived realistic estimates of orbit stability in the TESLA linac from
ground and orbit motion measurements in the HERA storage ring (see for example [18,
19]). From these data, we can characterise the high frequency regime by an uncorrelated
quadrupole vibration with an rms amplitude of ∆yQ = 50–100 nm. This causes an orbit
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jitter ∆yrms at the end of the linac of

∆yrms ≈ 0.03µm · ∆yQ
nm

, (3.2.1)

corresponding to 0.5–1 times the beam size σy,f . This jitter does not present a problem
for the beam dynamics in the linac itself, but it has to be corrected by the fast intra-
train orbit feedback system in the beam delivery system in order to keep the beams
in collision with the required accuracy (see chapter 7). On a longer time scale, slow
diffusive ground motion (ATL) becomes the dominant effect. From the HERA data we
obtain A ≈ 4 · 10−6 µm2/s/m. The calculated orbit drift at the end of the linac is then

∆yrms ≈ σy,f ·
√
t/30s.

This drift is sufficiently slow to be able to use steering magnets for maintaining the
beam on the ‘golden’ orbit, previously established by beam-based alignment and DF
steering. After a longer time, when the position drift of the quadrupoles (and BPMs)
becomes comparable to the BPM resolution, additional dispersive emittance growth
is generated and the beam-based alignment has to be repeated. With the above as-
sumption on diffusive ground motion, the dispersion free steering algorithm has to be
applied on average about once per month.
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3.2.4 Concluding remarks

The beam dynamics studies in the main linac have shown that with realistic assump-
tions on the alignment accuracy and orbit diagnostics precision, the small vertical beam
emittance can be preserved. We expect a total emittance growth with respect to the
design value at the IP of about 10%, which is well within the emittance growth budget
of a factor of 1.5 between the damping ring and the IP. However, one has to be care-
ful with the interpretation of the emittance dilution obtained here. The single bunch
transverse wakefield kicks and dispersive effects from the longitudinal wakefield have
not ‘filamented’ at the end of the linac, i.e. there remains a longitudinal-transverse
correlation (‘banana effect’). In the regime of high disruption parameter, the beam-
beam interaction tends to amplify such correlated distortions in the bunches and the
resulting luminosity reduction can be larger than naively estimated by using the pro-
jected emittance to determine the effective beam size at the IP. This question is in more
detail discussed in chapter 7.

3.3 Accelerator Modules (Cryomodules)

The design of the so-called cryomodules has been primarily driven by the need to reduce
costs compared to existing superconducting cavity systems. The module described here
is based on the 3rd cryomodule generation of the TESLA Test Facility [20, 21]. Except
for the length (≈17 m compared to 12 m for a TTF module), only minor modifications
to the design have been made.

Present day superconducting cavity systems tend to have many separate cryogenic
supply boxes and associated warm-to-cold transitions, which represent a significant
fraction of the cost. The concept adopted here is to significantly reduce this number
by having a single long continuous string of about 2.5 km — called a cryogenic unit
— which is connected to one cryogenic supply box at the beginning and one end box.
Long modules will be built consisting of twelve 9-cell cavities, a quadrupole, steering
coils and a beam position monitor (BPM); the helium distribution system needed to
operate the superconducting cavities and magnets at 2 K is also integrated into the
module. The modules are then connected together to form a cryogenic unit.

3.3.1 The Cryostat

Figure 3.3.1 shows a longitudinal view of a cryomodule. The 300 mm diameter helium
gas return pipe (GRP) is the main support structure for the string of cavities and
magnets. The GRP is supported from above by three posts which provide the necessary
thermal insulation to room temperature. The posts are fastened to large flanges on
the upper part of the vacuum vessel by adjustable suspension brackets, allowing the
axis of the cavities and quadrupoles to be correctly aligned, independent of the flange
position.

The support system is designed to allow the GRP to contract/expand longitudinally
with respect to the vacuum vessel during thermal cycling. The centre post is fixed to
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Figure 3.3.1: Longitudinal view of a cryomodule.

the vacuum vessel, while the two end brackets can move in the axial (z) direction to
accommodate differential shrinkage. A post consists of a fiberglass pipe terminated by
two shrink-fit stainless steel flanges. Two additional shrink-fit aluminum flanges are
provided to allow intermediate heat flow intercept connections to the 5–8 K and 40–
80 K thermal shields; the exact location of these flanges has been optimised to minimise
the heat leakage. In addition, the post diameter has been optimised to prevent possible
excitation of mechanical eigenfrequencies.

Each of the 12 cavities is encased in a titanium helium vessel, attached to the GRP
by means of stainless steel brackets connected to four titanium pads on the vessel itself;
each bracket is equipped with a longitudinal sliding mechanism and adjusting screws
and pushers for alignment. A mechanical and a piezo-electric tuner are mounted to the
vessel [22]. The inter-cavity spacing — which accommodates RF- and HOM-couplers
and a flanged bellows — amounts to 283 mm.

Manually operated valves required by the clean-room assembly terminate the beam
pipe at both module ends. The valves are fitted with simple RF shields [23].

During cool down the two ends of the ∼17 m long gas return pipe move by up to
26 mm toward the centre of the module. To keep the cold input coupler head of each
cavity fixed longitudinally within an accuracy of 1 mm, each cavity is anchored to a
long invar rod attached to the longitudinal centre of the gas return pipe.
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The beam pipe interconnection between the cryomodules consists of a 0.38 m long
section that incorporates a Higher Order Mode (HOM) absorber, a bellows, and a
vacuum pumping port; the latter will be connected to a flange in the vacuum vessel
every ninth cryomodule.

The cryostat includes two aluminum radiation shields operating in the temperature
range of 5–8 K and 40–80 K respectively. Each shield is constructed from a stiff upper
part (divided into two halves), and 12 (or 13) lower sections (according to the number
of the cold active components, e.g. cavities, magnets). The upper parts are supported
by the intermediate flanges on the fiberglass posts; they are screwed to the centre
post but can axially slide on the other two posts, to which they are still thermally
connected. The new ‘finger welding’ technique — successfully demonstrated at TTF
— is used both to connect each thermal shield to its properly shaped aluminum cooling
pipe, and the lower shield parts to the upper ones.

Blankets of multi-layer insulation (MLI) are placed on the outside of the 5–8 K and
the 40–80 K shields. The 5–8 K shield blanket is made of 10 layers while the 40–80 K
blanket contains 30 layers. In addition the cavity and quadrupole helium vessels, gas
return pipe and 5–8 K pipes are wrapped with 5 layers of MLI to reduce heat transfer
in the event of a vacuum failure.

Figure 3.3.2 shows a cross section of the cryomodule. The cryostat outer vacuum
vessel is constructed from carbon steel and has a standard diameter of 38′′. Adjacent
vacuum vessels are connected to each other by means of a cylindrical sleeve with a
bellows, which is welded to the vessels during installation. Radiation shield bridges
are also provided. In the event of accidental spills of liquid helium from the cavity
vessels, a relief valve on the sleeve together with venting holes on the shields prevent
excessive pressure build-up in the vacuum vessel. Wires and cables of each module are
extracted from the module using metallic sealed flanges with vacuum tight connectors.
The insulating vacuum system will be pumped during normal operation by permanent
pump stations located every 250 m. Additional pumping ports are located every 50 m
for movable pump stations, which are used for initial pump down, and in the case
of a helium leak. The RF power coupler needs an additional vacuum system on its
room temperature side; this is provided by a common pump line for all 12 couplers per
module, equipped with an ion getter and a titanium sublimation pump.

The following helium lines are integrated into the cryomodules:

• The 2 K forward line transfers pressurised single phase helium through the cry-
omodule to the end of the cryogenic unit.

• The 2 K two phase supply line (made from titanium) is connected to the cavity
and magnet helium vessels. It supplies the cavities and the magnet package
with liquid helium and returns cold gas to the 300 mm GRP at each module
interconnection.

• The 2 K GRP returns the cold gas pumped off the saturated He II baths to the
refrigeration plant. It is also a key structural component of the cryomodule (see
above text and section 3.3.3).
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Figure 3.3.2: Cross section of cryomodule.

• The 5–8 K forward and return lines. The 5 K forward line is used to transfer the
He gas to the end of the cryogenic unit. The 5–8 K return line directly cools the
5–8 K radiation shield and, through the shield, provides the heat flow intercept
for the main coupler and diagnostic cables, and the higher-order mode (HOM)
absorber located in the module interconnection region.

• The 40–80 K forward and return lines. The 40 K forward line is used to transfer
He gas to the cryogenic unit end and cools the high temperature superconductor
(HTS) current leads for the quadrupole and correction magnets. The 40–80 K
return line directly cools the 40–80 K radiation shield and the HOM absorber
and, through the shield, provides an additional heat flow intercept for the main
coupler and diagnostic cables.

• The warm-up/cool-down line connects to the bottom of each cavity and magnet
helium vessel. It is used during the cool down and warm up of the cryostat.

The helium lines connected to the cavities and the magnets withstand a pressure of
4 bar; all other cryogenic lines withstand a pressure of 20 bar. The helium lines of
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adjacent modules are connected by welding, as was done for the HERA superconducting
magnets. Transition joints (similar to those used in the HERA magnets) are used for
the aluminum to stainless steel transition on the thermal shield cooling lines.

The cryostat maintains the cavities and magnets at their operating temperature
of 2 K. A low static heat load is an essential feature of the cryostat design; the total
heat load is dominated by the RF losses, and is thus principally determined by cavity
performance. Table 3.3.1 shows the calculated heat load for a cryomodule with cavities
operating at the nominal accelerating gradient of 23.4 MV/m (21.1 MV/m is assumed
as the maximum gradient for the FEL operation).

The short bunches in TESLA excite wake fields in a very wide frequency range which
will be absorbed in the structure walls and therefore contribute to the cryogenic losses.
Table 3.3.2 shows the single bunch losses calculated from the monopole short range
wake [5, 6]. The effect of losses in a frequency range beyond the threshold for Cooper
pair breakup (about 750 GHz) in superconducting niobium has been investigated in
[24]: in a quasi-periodic string of 9-cell cavities the temperature rise of the inner cavity
surface and the resulting Q0 drop are negligible.

Most losses occur at lower frequencies where the conductivity of the superconduct-
ing surfaces is several orders higher than that of normal conducting walls. Part of this
power is extracted by input- and HOM-couplers, but high frequency fields will propa-
gate along the structure and be reflected at normal and superconducting surfaces [25].
In order to reduce the losses at normal conducting surfaces at 2 K and 4 K, a special
HOM absorber is foreseen which operates at 70 K, where the cooling efficiency is much
higher. The absorber basically consists of a pipe of absorbing material mounted in a
cavity-like shielding, and integrated into the connection between two modules. As the
inner surface area of this absorber (about 280 cm2) is small compared to that of all the
normal conductors in one cryomodule, the absorber has to absorb a significant part
of all the RF power incident upon it. In field propagation studies, which assume a
gas-like behaviour for photons, it has been shown that an absorber with a reflectivity
below 50% is sufficient [25]. Theoretical and experimental studies have suggested that
the required absorption may be obtained with ceramics like MACOR [25, 26] or with
artificial dielectrics [27].

The axes of the 12 cavities must be aligned to the ideal beam axis to within
±0.5 mm, and quadrupole axes to within ±0.2 mm. The quadrupoles have an ad-
ditional ‘roll’ tolerance of ±0.1 mrad.

The ambient magnetic field in the cavity region must not exceed 0.5µT to preserve
the low surface resistance. At TTF this has been achieved by demagnetising the vacuum
vessel (made of soft steel) before assembly of the cryomodule, and placing a passive
shield (made of Cryoperm) around each cavity helium vessel.

Several types of cryomodule are required in the machine:

• 1004 standard linac modules with 12 cavities and a length of 15.927 m;

• 742 standard linac modules with an additional quadrupole and corrector coil
package (package length 0.864 m, which increases the module length by 0.801 m),
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static [W] dynamic [W],
23.4 MV/m,
Q0 = 1 · 1010, 5 Hz,
high energy beam

add. dynamic [W],
21.1 MV/m,
Q0 = 1 · 1010, 5 Hz,
FEL beam

2 K
RF load – 4.95 3.99
supports 0.60 – –
input coupler 0.76 0.14 0.14
HOM coupler 0.01 0.27a) 0.27a)

HOM absorber 0.14 0.02 0.01
beam tube bellows (12) – 0.24 0.20
HOM to structure – 1.68 0.86
instrumentation cable 0.13 – –
current leads 0.10 0.01 –
sum 1.74 7.31 5.47
5–8 K
radiation 1.95 – –
supports 2.40 – –
input coupler 2.05 1.19 1.15
HOM coupler 0.40 2.66a) 2.66a)

HOM absorber 3.13 0.77 0.37
instrumentation cable 1.39 – –
sum 11.32 4.62 4.18
40–80 K
radiation 44.99 – –
supports 6.00 – –
input coupler 21.48 59.40 48.89
HOM coupler 2.55 13.22 13.22
HOM absorber -3.27 15.27 8.07
instrumentation cable 5.38 – –
current leads 13.00 5.00 –
sum 90.13 92.89 70.18

Table 3.3.1: Calculated heat loads for 17 m long cryomodule with quadrupole. a) Worst
case estimate, assuming resonant excitation of monopole modes.
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collider operation FEL operation

total losses 23.3 W 14.2 W
losses above 10 GHz 12.7 W 9.4 W
losses above 750 GHz < 0.001 W 0.5 W

Table 3.3.2: Monopole single bunch losses in one cryomodule.

are required every second module up to 125 GeV, and thereafter every third
module;

• 27 cryomodules with 8 cavities and one quadrupole package are required for the
FEL injector and the positron pre-accelerator; and

• 8 cryomodules with 4 cavities and 4 quadrupole packages are required for the
positron pre-accelerator (see chapter 4).

In about every tenth cryomodule (the shortest cooling loop), three cryogenic valves
(one JT-valve), three flow-meters and some instrumentation will be incorporated. This
avoids extra string connection boxes which would require extra space (and cost).

3.3.2 Quadrupole and Correction Magnets

The quadrupole package is shown in figure 3.3.3. It consists of:

• a cos2Θ type quadrupole;

• correction dipoles for vertical and horizontal beam deflection;

• an iron yoke with shrink cylinder surrounding the magnet coils;

• a helium vessel;

• an RF beam position monitor (BPM);

• current leads.

To simplify the system, the quadrupole packages are cooled with 2 K super-fluid helium
in the same manner as the cavities. Because of the small stored energy, the pressure in
the 2-phase supply line will not increase beyond 3 bar during a quench. The magnet
parameters are listed in table 3.3.3.

3.3.2.1 Quadrupoles

The linacs contain quadrupoles with a maximum gradient of 60 T/m (field integral
31.2 T). The quadrupoles are located at the centre of the cryomodules (generally un-
derneath the central support post) to guarantee high positional accuracy. The oper-
ating current is limited to 100 A for cost reasons (minimum heat loads and low cost
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quadrupole coil (cos2Θ, 2 layer)
inner coil radius RQi 45 mm
outer coil radius RQo 66 mm
coil straight section length 520 mm
coil total length 626 mm
nominal gradient 60 T/m
max. field at conductor 3.6 T
operating temperature 2.0 K
nominal current 100 A
number of turns/pole 1007
inductance ∼ 3.2 H
dipole coils, vert./horiz. (cosΘ, single layer)
inner coil radius RDi1 67 mm
outer coil radius RDo1 68 mm
inner coil radius RDi2 (in every 2nd package) 69 mm
outer coil radius RDo2 (in every 2nd package) 70 mm
coil straight section length 520 mm
coil total length 626 mm
max. field on axis 0.074 T
max. field at conductor 3.6 T
operating Temperature 2.0 K
max. current 40 A
number of turns(1)/pole 99
number of turns(2)/pole 102
inductance/coil ∼ 29 mH
iron yoke
inner yoke radius RYi 71 mm
outer yoke radius RYo 121 mm
yoke length 520 mm
helium vessel
outer radius RVo 145 mm
inner beam pipe radius Rbi 39 mm
helium vessel length 666 mm
field quality (at R0 = 30 mm)
skew quadrupole (a2) 3 · 10−4

higher harmonics of quadrupole 10−3

alignment error (angle) 0.1 mrad rms

Table 3.3.3: Main parameters of the superconducting magnet package.
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Figure 3.3.3: Cross-section and longitudinal cut of superconducting magnet package.

power supplies). The superconducting coils are of the cos2Θ type, wound in double
layers from a flat ribbon made from electrically insulated superconducting wires. The
coil has a large inductance (∼ 3.2 H), and a quench must be detected fast so that an
external dump resistor can be switched into the circuit for protection.

3.3.2.2 Correction dipoles

The correction dipoles have a maximum field of 0.074 T (field integral 0.038 Tm), which
can correct a maximum beam offset (at Ebeam = 400 GeV) of ±3 mm per correction
coil. There is one correction coil for vertical beam deflection in every magnet package
and one for horizontal beam deflection in every second package. The coils are wound
from a round multi-filament wire in a single layer on top of the quadrupole coils. The
maximum dipole current is 40 A.

3.3.2.3 Iron yoke and shrink cylinder

The coil package is surrounded by a yoke made from 5 mm thick carbon steel lamina-
tions. At the coil ends the carbon steel is replaced by stainless steel. The laminations
are held together by rods, and a shrink cylinder made from aluminum is placed around
the yoke in order to apply the necessary force on the coils.

3.3.2.4 Helium vessel

The quadrupole, together with the correction dipole coils and associated yoke, are
assembled in a helium vessel which consists of the electrically insulated beam pipe,
the outer vessel, and the end plates of which one is part of the BPM. The beam pipe
has bellows at both ends, and both the beam pipe and bellows are copper plated from
inside. The outer vessel contains keys for proper alignment of the interior yoke and
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coils, and there are fiducial marks for alignment on the outside of the end plates. The
end plates are covered with soft steel magnetic mirror plates to reduce the fringe fields.

3.3.2.5 Beam position monitor

The BPM is of the pill box type, and is attached to the end plate of the helium vessel.
It is copper plated on the inside and equipped with two antennas for each transverse
direction (x and y). The beam position measurement resolution is 10µm and the
installation tolerance with respect to the quadrupole axis is 0.1 mm.

3.3.2.6 Current leads

The coils will be powered through current leads made from HTS in the low temper-
ature region, and from normal conducting material in the upper part. For reasons of
simplification and to avoid many valves in the tunnel, there is no gas cooling foreseen.
The heat flow in the upper end of the HTS part is intercepted at 50 K from the 40–80 K
forward line.

3.3.2.7 Quadrupole support and alignment

The quadrupole package is rigidly mounted to the 300 mm diameter GRP. The package
is located underneath the centre post, which assures minimum motion during operation.

The relatively tight tolerances on the quadrupole field and BPM alignment have a
major impact on their fabrication:

• the coils will be fabricated with high precision using precise tooling (radii and
coil angles with tolerances of 0.02 mm);

• the yoke laminations will be fabricated by punching or fine blanking, assuring
high accuracy;

• the helium vessel must be accurately fabricated and precisely assembled with the
aid of pins, keys and reference targets at the end plates;

• the field axis and orientation will be accurately measured and referenced before
and during installation;

• the BPM will be machined with high precision as an integral part of the helium
vessel end plate.

In addition, the shrinking process during cool down leads to a tight fit between coils
and yoke, which further assures the alignment.



II-86 3 Main Linac

3.3.3 Assembly and alignment

The design of the cryomodule — including fabrication procedures and tolerances — is
the key factor to obtaining the required alignment precision for cavities and magnets,
while at the same time limiting the costs. The final alignment of the individual active
components is performed once the string of cavities is out of the clean room and
anchored to the supporting GRP. The alignment of the GRP, via three Taylor-Hobson
spheres, is then used to reference the axis of the active components. Assembly and cool
down do not affect this external reference, except for a predictable and reproducible
parallel vertical motion.

A crucial step in cutting the production cost was to relax the general tolerances
of the GRP and of the vacuum vessel, while using a long milling machine to precisely
reference (after welding of ancillary components) all the important axes and planes.
In particular, the GRP is now fabricated according to the standard tolerances for a
high quality welded pipe (±5 mm), including straightness. After welding of the cavity
supports, lower post flanges and end flanges, the axis is defined on the milling machine
according to the end flange centres and transferred to the lower post flanges. The
interconnection bellows, properly fastened, are already included to minimize the inter-
module lateral forces. The pipe is then turned and the cavity supports referenced to
the defined GRP axis. A similar procedure is also applied to the vacuum vessel to
reference the coupler ports and upper flanges to the vessel axis. After welding and
before milling, a stress relief is performed on the GRP to avoid permanent deformation
induced by thermal cycling.

The stretched wire measurements at TTF show that these procedures lead to the
required accuracy.

The module assembly is performed in three major steps:

1. the cavity string is prepared in the class 10 clean room, pre-aligned and closed;

2. the string is then transferred to the assembly area where it is attached to the
aligned GRP;

3. each cavity and quadrupole is aligned with respect to the GRP using the three
optical targets on the posts (Taylor-Hobson spheres) and then fixed.

The module can now be moved and the alignment recovered through the external
targets. The last step is performed in a third assembly station where, after the assembly
of the thermal shields, a long fixed cantilever and a movable cart are used to insert the
cold mass into the vacuum vessel. Module alignment in the linac is made using three
optical targets placed on the vacuum vessel and referenced to those on the GRP.
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3.4 RF System

3.4.1 Overview

The RF system consists of 286 stations per electron and positron main linac, each of
which provides power at 1.3 GHz to a total of 36 accelerating cavities (three cryomod-
ules, see section 3.3). The peak RF power needed for one superconducting cavity at full
gradient and maximum beam current (23.4 MV/m and 9.5 mA) is 231 kW; the nominal
peak power needed for 36 cavities is therefore 8.3 MW. Taking into account a regu-
lation reserve of 10% for phase and amplitude control and another 6% for circulator
and waveguide losses, a total of 9.7 MW is required. The RF pulse length is 1.37 ms,
which includes the beam pulse length of 950µs, and the cavity fill time of 420µs. The
repetition rate is 5 Hz for the major part of the linac: the 5–50 GeV section stations
will run at 10 Hz to alternate between FEL and Linear Collider operation.

During the beam pulse the fluctuations of the accelerating field (defined as the
vector sum of the fields in the 36 cavities) must be kept small. The major sources
of field perturbations which have to be controlled by the low level RF system are
fluctuations of the resonance frequency of the cavities and fluctuations of the beam
current. Changes in resonant frequency result from deformations of the cavity walls
induced by mechanical vibrations (microphonics) or the gradient dependent Lorentz
force. Slow changes in frequency — on the time scale of minutes or longer — are
corrected by a frequency tuner, while faster changes are counteracted by fast amplitude
and phase modulation of the incident RF power.

The main components of the RF system are the modulators and klystrons. The
modulator converts AC line power into high voltage pulse power; its main components
are a high voltage power supply, a high voltage pulser unit and a pulse transformer.
The klystron generates pulsed RF power from (pulsed) high voltage power, which
is then distributed to the cavities by a system of waveguides. The circulators in the
distribution system protect the klystron from reflected power. The low level RF system
controls the shape, amplitude and phase of the RF. Various auxiliary devices for the
klystron and modulator are also required. An interlock system protects the linac and
the RF stations in case of malfunction.

In order to provide RF power for the entire linac at a centre of mass energy of
500 GeV, 560 RF stations are required. The number of installed systems will be 572
to provide an overhead for energy management in case of klystron failures. For the
800 GeV upgrade, the number of stations will be doubled to 1144. With the exception
of the high voltage power supplies and pulser units for the modulators, the RF stations
will be installed in the tunnel with a separation of 50 m (25 m for the 800 GeV). The
high voltage power supplies and pulsers for the modulators will be installed in the
access halls, which are separated by about 5 km. The connection between the pulser
and pulse transformer will be accomplished by high voltage pulse power cables. There
will also be additional cable connections for the interlock system between the halls and
the tunnel. The number of modulators per hall will be typically 100.

In the remainder of this section, the various subsystems forming one RF station
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Figure 3.4.1: Cathode of the multibeam klystron.

will be described.

3.4.2 High power RF source

Comparison of different types of klystrons constructed and built so far have shown that
a low microperveance of the klystron electron beam (p = 106 × I/V3/2, where I and
V are the klystron beam current and voltage respectively) results in a high efficiency
[28, 29]. This is due to lower space charge forces in the beam, which make the bunching
easier and more efficient. For a single beam klystron at very high output power, the
demand for high efficiency leads to low microperveance and hence to very high voltage,
resulting in a reduced reliability. The solution is to use a multibeam klystron, where
many small low voltage, low microperveance beams are used in parallel in one vacuum
vessel. With a multibeam klystron, an efficiency of 70% or more seems to be feasible,
compared to a typical maximum of 45% for a 5 MW single beam klystron.

Figure 3.4.1 shows the cathode of the multibeam klystron constructed and built
by Thomson Tubes Electroniques [30]. Seven beams are produced by the cathode and
accelerated by the klystron gun. Each beam has a microperveance of 0.5. The beams
share common cavities but have independent drift tube sections. After RF extraction
in the output cavity, the spent electron beams are absorbed in the collector.

Figure 3.4.2 shows the complete TH1801 multibeam klystron (without solenoid).
Two output waveguides are required to handle the RF power of 2×5 MW in the output
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Figure 3.4.2: The Thomson TH1801 multibeam klystron.

windows. The total height of the klystron is 2.5 m. The klystron was successfully tested
and is now in use at the TTF. It achieved an output power of 10 MW with an efficiency
of 65%. Table 3.4.1 summarises the design parameters and the parameters achieved
with the prototype tests. More detailed information can be found in [31].

The gain of 48 dB means that the drive power is below 160 W, and solid state
amplifiers can be used; they will be installed near to the klystrons in the tunnel. The
klystrons will be mounted horizontally together with the pulse transformer inside a
container. The complete assembly will be transported using the monorail system to its
location in the tunnel, and then installed below the walk way. The goal for klystron
lifetime is 60,000 h, but a conservative 40,000 h is used for the estimation of the rate of
klystron exchange in the linac tunnel.
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Design Measurement

Operation Frequency 1300 MHz 1300 MHz
RF Pulse Duration 1.5 ms 1.5 ms
Repetition Rate 10 Hz 5 Hz
Cathode Voltage 110 kV 117 kV
Beam Current 130 A 131 A
HV Pulse Duration 1.7 ms 1.7 ms
No. of Beams 7 7
Microperveance 3.5 3.27
No. of Cavities 6 6
Max. RF Peak Power 10 MW 10 MW
RF Average Power 150 kW 75 kW
Efficiency 70% 65%
Gain 48 dB 48.2 dB
Solenoid Power 4 kW 6 kW

Table 3.4.1: Design and measured parameters of the multibeam klystron (see [31] for
details).

3.4.3 Modulator

3.4.3.1 Overview

The modulator converts AC line voltage to pulsed high voltage in the 120 kV range to be
applied to the klystron cathode. The pulse shape must be as rectangular as possible.
The flat top ripple should not exceed ±0.5% in order to limit phase and amplitude
variations of the klystron RF output. The rise and fall times of the pulse should be
as short as possible to maximise the total efficiency. The pulse-to-pulse stability must
be better than ±0.5%. In case of klystron gun sparking, the energy deposited into
the spark must be limited to a maximum of 20 J. These and other requirements are
summarised in table 3.4.2.

Various types of modulators meeting these requirements are conceivable; the most
promising solution (with respect to cost, ease of design, and reliability) is a bouncer
modulator consisting of a DC high voltage power supply, a pulser unit and a pulse
transformer [32]. Several modulators of the bouncer type were built and are in use at
the TTF. A detailed description of the modulator is given in [33, 34, 35, 36].

A modulator based on the Superconducting Magnetic Energy Storage (SMES) prin-
ciple as a possible alternative will be tested at TTF. Here a superconducting solenoid
is used instead of a capacitor bank for the intermediate energy storage [37].
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Typical Maximum

Klystron Gun Voltage 115 kV 120 kV
Klystron Gun Current 130 A 140 A
High Voltage Pulse Duration (70% to 70%) < 1.7 ms 1.7 ms
High Voltage Rise and Fall Time (0 to 99%) < 0.2 ms 0.2 ms
High Voltage Flat Top (99% to 99%) 1.37 ms 1.5 ms
Pulse Flatness During Flat Top < ±0.5% ±0.5%
Pulse-to-Pulse Voltage fluctuation < ±0.5% ±0.5%
Energy Deposit in Klystron in Case of Gun Spark < 20 J 20 J
Pulse Repetition Rate for 90% of the Modulators 5 Hz 5 Hz
Pulse Repetition Rate for 10% of the Modulators 10 Hz 10 Hz
Transformer Ratio 1 : 12
Filament Voltage 9 V 11 V
Filament Current 50 A 60 A

Table 3.4.2: Modulator requirements.

Figure 3.4.3: Modulator circuit (conceptual).

3.4.3.2 Bouncer pulser

The bouncer modulator solution is sketched in figure 3.4.3. During operation the DC
power supply keeps capacitor C1 charged to the 10 kV level. The output pulse is
started by closing S1, connecting C1 to the pulse transformer primary. Semiconductor
devices like Isolated Gate Bipolar Transistors (IGBT) or Integrated Gate-Commutated
Thyristors (IGCT) can be used for the switches. The pulse is terminated after 1.57 ms
(1.37 ms flat top + ∼0.2 ms rise time) by opening S1. The nominal current switched by
S1 is 1.56 kA. The primary pulse of 10 kV is stepped up by the 1:12 pulse transformer
to the klystron operating level (maximum 120 kV).

During the pulse, capacitor C1 discharges by 19% of its initial voltage, putting an
intolerable slope on the output pulse. To correct the slope to the 1% level without
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resorting to a 29 mF capacitor at the C1 location, a bouncer circuit is used: this is
a resonant LC circuit, which creates a single sine wave with a period of 5 ms and an
amplitude at the 1 kV level. The bouncer is triggered slightly before the main pulse so
that the linear (bipolar) portion of the cycle compensates the slope from C1. The size
of the pulser units are 2.8 m (L) × 1.6 m (W) × 2.0 m (H), and will be installed in the
access halls (typically 100 per hall).

3.4.3.3 Pulse transformer

The output pulse of the pulser unit has a maximum amplitude of 10 kV, and must
be transformed to the 120 kV level by means of a pulse transformer. The transformer
should not significantly distort the rectangular pulse. The rise time of the high voltage
pulse is mainly determined by the transformer’s leakage inductance, which must there-
fore be kept to a minimum. Several transformers with leakage inductances slightly
above 300µH have been built and operated at TTF. Some new transformers having
even less than 200µH are now available and will be used at TTF. The voltage level
of 120 kV requires the transformer to be installed in a tank filled with transformer oil;
the klystron socket housing the cathode will be installed in the same tank.

The pulse transformer tanks have the dimensions 3.2 m (L)×1.2 m (W)×1.4 m (H),
and weigh 6.5 t each. They will be installed below the walk way in the tunnel.

3.4.3.4 Pulse cable

The energy transport from the modulator to the transformer will be done via pulse
cables. The maximum distance between the modulators in the service halls and the
pulse transformers in the tunnel is ∼ 2.8 km. The required cross section of the copper
current lead is 300 mm2 per conductor. In order to transmit the high voltage pulse
without significantly distorting the pulse shape (especially at the leading edge of the
pulse), the cable impedance must be matched to the klystron impedance, and the
skin effect must be minimized. To achieve this, four coaxial cables will be used, each
having a conductor cross section of 75 mm2, and an outer diameter of 30 mm. The
cable construction is shown in figure 3.4.4. The cable impedance Z0 of the four cables
equals 6.45 Ω. Coaxial cables are used to prevent electromagnetic noise in the tunnel.
The inner lead is at high potential (12 kV); the outer lead is at the potential of the
bouncer circuit (± 2 kV). VPE will be used as insulation material, and an aluminium
foil shield and a protective outer coating help to minimise the risk of fire. Additional
line matching to the pulse transformer will be done via an RC network. The power
losses in the cable will be 2% on average. Simulation results and further information
on the cable are given in [38].

The cables will be placed in cable trays welded to steel anchor plates integrated
into the tunnel wall. They will be cooled by natural air convection.
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Figure 3.4.4: Construction of the pulse cable.

3.4.3.5 High voltage power supply

The high voltage power supply — which charges the main capacitor of the pulser —
has to meet two requirements:

• the capacitor has to be charged to an accurate value of voltage in order to obtain
the same voltage at the klystron from pulse to pulse; and

• the low repetition frequency of 5 Hz and 10 Hz respectively has to be suppressed
in order not to produce disturbances in the mains.

The amount of allowed disturbance is defined by the German norm VDE 0838 or the
equivalent European norm EN 61000. For the 5 Hz and 10 Hz repetition rate of TESLA,
the allowed amount of distortion (D) is 0.5% of the short circuit power. TESLA will
have a distributed power system with a voltage of 20 kV. In each service hall a maximum
of 100 modulators are to be installed having an average real power consumption of up
to 15 MW. The service halls have a short circuit power (Ssc) of approximately 200 MVA:
therefore from D = ∆S/Ssc ≤ 0.5% it follows that the allowed variation of the input
power must be ∆S ≤ 1 MVA per hall or ≤10 kVA per RF station. The corresponding
input power variation for a single modulator must be less than 6.5% of its nominal
power (changes in reactive power included).

Each modulator will have a separate switch mode power supply. The input will be
the standard grid three phase voltage. The voltage output is 12 kV, and the nominal
power of each supply is 150 kW at 5 Hz (300 kW at 10 Hz) repetition rate. The power
supply is built in modules, ensuring a high reliability. Buck converters will be used as
switch mode units; series resonant converters are a possible alternative. The advantages
of this solution are:

• the system has a high redundancy — failure of one modulator or power supply
leaves the other modulators unaffected;

• failure of one single power supply module still allows the modulator to be oper-
ated;
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• each power supply can be regulated independently with a high regulation dynam-
ics;

• the low voltage level means the switch gear is available as a low-price commercial
off-the-shelf component;

• no additional high-voltage safety requirements are necessary during maintenance
or replacement of a power supply.

The power supply is regulated by digital self-learning regulation of the input power,
made possible by the high regulation dynamics. In addition, the voltage at the capacitor
bank at the trigger time of the pulse will be regulated to within 0.5%.

The size of the high voltage power supply is 1.2 m (L) × 1.6 m (W) × 2.0 m (H).
Further information about the power supplies can be found in [39].

3.4.3.6 Auxiliary power supplies

In addition to the main high voltage power supplies, operation of the klystron and
modulator require additional auxiliary supplies for:

• the klystron focusing solenoid;

• the klystron filament;

• the klystron vacuum pump; and

• the core bias for the pulse transformer.

The auxiliary power supplies will be installed below the walk way in the tunnel.

3.4.4 Power requirements

The klystrons must deliver the maximum RF power of 9.7 MW when required, taking
into account the regulation reserve of 10% for phase and amplitude control and 6%
for losses in the waveguide distribution. To allow for the regulation, the klystron must
be run slightly below saturation, and the efficiency drops from the design (saturation)
value of 70% by a few percent. Taking this into account, we assume a klystron efficiency
of 65%; a corresponding klystron voltage of 117 kV is then required. The high voltage
pulse of the modulator meets the requirement during the flat top but not during the
rise and fall times. The pulse rise time is of the order of 200µs: however the average
rise time of the HV pulse at the klystrons will be greater than 200µs because of the
long cables between the pulse forming units in the service buildings, and the pulse
transformer-klystron units in the tunnel.

Since the first 420µs of the RF pulse will only be used to fill the superconducting
cavities with power, it can already start during the rise time of the high voltage pulse:
the klystron RF output power during the rise time will be lower than that during the
flat top, but can still be used to fill the cavities. The RF pulse can be started when the



3.4 RF System II-95

Peak RF power per RF station 9.7 MW
Duty cycle 0.685%
Average RF power available per RF station 66 kW
Klystron efficiency 65%
Modulator efficiency 85%
Total efficiency 55%
AC power per RF station 120 kW
Auxiliary power per RF station 14 kW
incl. LLRF and waveguide tuner
Total wall plug power per station 134 kW
Number of active stations 560
Total wall plug power 75 MW

Table 3.4.3: Efficiencies and power requirements of the RF system.

klystron voltage reaches 80% of the flat top voltage — about 100µs after the beginning
of the high voltage pulse. The klystron output power at this voltage is about 4 MW.
The RF phase shift of ∼320 ◦ in about 200µs due to the changing klystron voltage
can be compensated by the low level RF control system. In this way, the rise time
efficiency1 of the modulator can be increased to 96%. The electronic efficiency of the
modulator is 90%. Taking into account the additional ohmic losses of 2% in the pulse
cables, this results in a total modulator efficiency of 85%.

In order to generate 9.7 MW in a 1.37 ms long RF pulse at 5 Hz repetition rate,
an average primary AC power of 120 kW per RF station is required. In addition,
14 kW for the auxiliary power supplies must be added. The total average AC power
required for 560 active RF stations is therefore 75 MW. Table 3.4.3 summarises the
power requirements for RF generation in the main linac. An additional 6 MW AC
power must be added to these numbers for the FEL operation.

3.4.5 Modulator and klystron protection and control

A comprehensive interlock system is required for the reliable and safe operation of the
RF system. In the event of a klystron gun spark, the energy deposited in the spark must
be kept below 20 J to avoid damage of the klystron gun. The response to a spark will be
an immediate opening of the relevant IG(B)CT switch to disconnect the capacitor bank
from the sparking klystron. The energy stored in the transformer leakage inductance
and power transmission cable is dissipated in two networks: one at the cable end near
the IG(B)CT consisting essentially of a reverse diode and a resistor; the second made
up by an 80 Ω resistor across the transformer primary and by a 100µF capacitor which
limits the peak inverse voltage at the primary to 800 V when the IG(B)CT is opened.
In addition a crowbar is fired. Other important interlocks are: cooling water flow and

1defined as the ratio of the energy per high voltage pulse used for RF generation, to the total energy
per high voltage pulse.
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temperature; focusing solenoid current; vacuum. Additional interlock conditions result
from: sparks in the RF distribution system; reflected power; RF leaks; power couplers;
and cryogenics.

In order to meet the different safety requirements, several different interlock tech-
niques will be used. The interlock which inhibits RF operation during tunnel access is
accomplished by two separate and independent hard-wired systems, which switch off
the klystron RF drive power and the modulators high voltage power supply.

The technical interlock — which protects the linac and the RF station in case of
malfunction — will be realized using programmable logic controller (PLC) and system-
on-programmable-chip (SOPC) techniques. Both systems are industrial standards, and
help is available for planning, structure and programming. In addition hardware for
almost all applications can be obtained from several manufactures. Besides system
protection and providing start up and shut down procedures for the RF stations, the
interlock system will offer comprehensive diagnostics of the RF systems. It will measure
and diagnose parameters, and adjust set points within certain limits for each RF station
and its subsystems. Communication with the accelerator main control system will be
accomplished by a VME bus.

The interlock system will be divided into two units: one installed in an electronic
rack in the tunnel near to the klystron, and another installed near to the pulser and
the high voltage power supply unit in the access hall. Connection and communication
between these two units are accomplished by glass fiber cables, allowing fast transfer
of the interlock signals. To reduce the number of interconnecting cables, the interlocks
of each unit are summarised into categories, and only these sum interlocks will be
exchanged between units. Each unit is connected via its own VME bus to the main
control system.

3.4.6 RF waveguide distribution system

Figure 3.4.5 illustrates the RF distribution concept. The 10 MW multibeam klystron
has two RF output windows and has to supply 36 9-cell cavities, installed in three
modules. The RF distribution is based on two symmetrical systems, each supplying
18 cavities. A linear system branching off identical amounts of power for each cavity
from a single line by means of directional couplers will be used; it matches the linear
tunnel geometry best and leads to lower waveguide losses than a tree-like distribution
system, because long parallel waveguide lines can be avoided. Such a system is already
in use for the HERA superconducting RF system and has also been successfully tested
at TTF.

Circulators are indispensable: they have to protect the klystron against reflected
power at the start and end of the RF pulse, and during the filling time of the cavity.
In conjunction with load resistors and the power input coupler, the circulators define
the loaded cavity impedance as seen by the beam.

Only 4% of the average power generated by one klystron is lost in the waveguides,
with an additional 2% in the circulators. Thermal expansion will result in an RF phase
shift of 6◦ and 12◦ for operation at full power and pulse duration at 5 Hz and 10 Hz
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Figure 3.4.5: RF waveguide distribution of one RF station.

respectively. The phase shift can be compensated easily by the waveguide transformers
(three-stub waveguide transformer) installed between the circulators and each cavity.
The waveguide transformers provide an impedance matching range from 1/3 ZW to
3.0 ZW and the possibility of ±500 phase adjustment. Each stub is equipped with a
motor which is controlled by the low level RF system.

The RF distribution system will be equipped with several interlock sensors, e.g.
reflected power, sparking and RF leakage. Similar systems are in use at TTF.

3.4.7 Low level RF

3.4.7.1 Control requirements

The requirements for amplitude and phase stability of the vector-sum of 36 cavities are
driven by the maximum tolerable energy spread in the beam. It is desirable to keep
the bunch-to-bunch energy spread below the single-bunch energy spread of 5 · 10−4

in order to assure that the bunch-to-bunch chromatic effects will not be a dominant
emittance growth factor. The bunch-to-bunch rms energy error due to systematic errors
of all the klystrons can be suppressed to the level of 3 · 10−4: The tolerance for the
uncorrelated random errors of each individual klystron is set such that the total rms
error is not greater than the systematic error. If Nk is the number of klystrons per
linac (Nk = 280), then the maximum allowed uncorrelated error for each klystron is√
Nk × 3 · 10−4 ≈ 5 · 10−3.

In the following the layout of the RF control system is summarised; more details
can be found in refs. [3, 40, 41, 42, 43, 44].

3.4.7.2 RF control design considerations

An important constraint is that the RF power needed for control should be minimized.
The RF control system must also be robust against variations of system parameters
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such as beam loading and klystron gain, especially close to klystron saturation. The
pulsed structure of the RF power and the beam current, which are shown in figure 3.4.6,
imposes demanding requirements on the RF control system. Amplitude and phase
control is obviously needed during the flat top of 950µs when the beam is accelerated,
but it is equally desirable to control the field during cavity filling to ensure proper
beam injection conditions and to minimize the RF power during filling.

Figure 3.4.6: Various parameters related to the pulsed cavity fields in the superconducting
cavities of the TESLA Test Facility.

As a result of Lorentz force detuning and microphonics, the amplitude and phase
errors are of the order of 5% and 20 degrees respectively. These errors must be sup-
pressed by a factor of at least 10, and the loop gain must be adequate to meet this
goal. Fortunately, the dominant source of errors is repetitive (Lorentz force and beam
transients) and can be significantly reduced by the use of feedforward.

3.4.7.3 Design of the TESLA RF control system

Fast amplitude and phase control of the cavity field can only be accomplished by
modulating the signal driving the klystron, and hence systematically affects all the
associated 36 cavities. A so-called I/Q modulator is used to control both the in-phase
(I) and quadrature (Q) components of the cavity field1. This scheme minimizes coupling
between the loops and guarantees control in all four quadrants. The overall scheme of
the RF control system is shown in figure 3.4.7.

Digital I/Q detectors are used for the cavity field, incident and reflected waves. The
RF signals are converted to an intermediate frequency of 250 kHz and sampled at a rate
of 1 MHz (i.e. two consecutive data points describe I and Q of the cavity field). The I
and Q component are multiplied by 2×2 rotation matrices to correct the phase offsets

1I and Q are the two cartesian components of the cavity voltage, from which the amplitude and
phase can be readily obtained.



3.4 RF System II-99

D
A

C

D
A

C

ReIm

Cavity 32
�

......�8x
Cavity 25

�

klystron
�vector�

modulator�  master
oscillator

1.3 GHz Cavity 8
�

......�8x
Cavity 1

�

cryomodule 4�

...
cryomodule 1�

. . . .

LO    1.3 GHz 
+ 250 kHz

250 kHz

AD
C

f  = 1 MHz
s

. . . . ...

vector-sum�Σ
(    )ab

�a -b

1 8
(    )a�b

	a
� -b

25
(    )ab

�a -b

32
(    )ab

�a -b

DSP



systemsetpoint
table

�
gain
table

�

feed
�

table
�

forward
�

++
digital

low pass
filter

ImRe
  ImRe  Im

�
Re

  

clock�

LO
�

AD
C

LO

AD
C

LO
�

AD
C

ImRe


power transmission line

1.3GHz
field probe

Figure 3.4.7: Schematic of the digital RF feedback system.

and to calibrate the gradients of the individual cavity probe signals. The vector-sum
is calculated and corrected for systematic measurement errors. Finally the set point is
subtracted and the compensator filter is applied to calculate the new actuator setting
(I and Q control inputs to a vector modulator). Feedforward is added from a table in
order to minimize the control effort. The feedforward tables are adaptively updated to
reflect slowly changing parameters such as average cavity detuning, changes in klystron
gain, phase shift in the feedforward path, and general changes in operating parameters.
The operation of the more than 560 linac RF systems will be highly automated by the
implementation of a finite state machine, which has access to high level applications
including the adjustment of the loop phase, vector-sum calibration, frequency and
waveguide tuner control, and exception handling.

3.4.7.4 Measured RF control performance at the TTF

The purpose of the TTF is to demonstrate that all major accelerator sub-systems meet
the technical and operational requirements of the TESLA linear collider. Currently the
TTF linac is operated with one klystron driving 16 cavities. The cavities have been
routinely operated at a gradient of 15 MV/m providing a beam energy of 260 MeV.
The requirements of σA/A < 2 · 10−3 for amplitude stability and of σΦ < 0.50 phase
stability have been achieved with feedback only, the stability being verified by beam
measurements. The residual fluctuations are dominated by a repetitive component
which is further reduced using the adaptive feedforward by about one order of magni-
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Figure 3.4.8: Field stability with and without adaptive feed forward.

tude, thereby exceeding the design goals significantly. The high degree of field stability
achieved is mainly due to the low microphonic noise levels. A typical result of measured
field stability with and without the adaptive feedforward is shown in figure 3.4.8.

3.4.8 RF components test hall

During the installation of the RF system for the linac, all incoming RF components
will be received, inspected, tested and prepared for installation in a components test
hall. After installation is complete, the hall will be used for maintenance work and
storage of spare components required during linac operation. In addition, the hall will
still continue to be used to receive klystrons delivered by industry at a rate of about
ten per month. The additional investment for the test hall is included in the total RF
system cost estimate.
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4 Injection Systems

4.1 Introduction

The injection system must provide the electrons and positrons for the beams of the two
linacs. The low-energy beams must be accelerated to 5 GeV before being first injected
into damping rings to reduce their emittances (chapter 5), after which they are sent
through bunch compressors (chapter 6) before injection into the main linacs.

The electron linac will be supplied with beam from three separate injectors, de-
pending on the mode of operation:

• a polarised electron gun for the collider;

• a laser driven RF gun for the collider;

• a laser driven RF gun for the free electron laser (FEL, section 9.3).

Although the polarised injector is intended as the primary source for the collider,
the RF gun can be used as a commissioning gun and as a backup to the polarised
source: this is particularly prudent given the additional complexity and R&D required
for the polarised gun, whereas the RF gun (unpolarised) source is essentially a copy
of the TTF gun. The use of two different RF guns for the collider and FEL is a
result of the different beam characteristics for optimal performance of the two modes
of operation.

The three electron sources share a common superconducting electron injection linac
(based on the main linac design, see chapter 3) for acceleration to 5 GeV. For conve-
nience, the beams from the three sources are injected into the 5 GeV linac at a common
nominal energy of 500 MeV.

The positron source is based on the concept of high-energy photon conversion into
e+e− pairs in a thin rotating target. This scheme has the advantage of a low heat load
on the target and a relatively high capture efficiency. The photons are generated by
sending the high energy electron beam (150–250 GeV) through a long planar undulator
magnet placed upstream of the interaction point. The generated positron beam has
a large longitudinal and transverse emittance, and solenoids are required for focusing;
this precludes the use of a superconducting accelerator, and normal-conducting copper
cavities must be used. The copper cavities can also withstand the relatively high
particle losses expected in the region. An adiabatic matching device adapts the phase
space of the beam emerging from the target to the acceptance of the solenoid focused
linac. After acceleration to 250 MeV, the positron beam is further accelerated in a
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superconducting linac (the positron injection linac) to an energy of 5 GeV. Replacing
the planar undulator magnet by a helical undulator will open up the possibility of
generating polarised positron beams.

It is inconvenient to use the high energy electron beam for positron production dur-
ing the commissioning and initial ‘tuning’ phase of the positron linac. Therefore, for
tuning purposes it is planned to construct an auxiliary low intensity positron source,
based on a 500 MeV electron beam striking the same target. The electron beam is
generated from a source of the same type used for the main electron injector. This
source (without the conversion target) could also be used in an alternative commission-
ing scheme, where the positron systems would be operated with electrons (note that
switching magnet polarities in the various sub-systems is also required for the e−e−

and γγ collider modes of operation).

4.2 The Electron Injectors

Figure 4.2.1 shows the overall concept of the electron injector complex foreseen for
TESLA. The three electron sources can be installed in tunnels at different depths
below ground level, one above the other. Alternatively, the three injectors can be
placed at the same depth with the main axis shaft leading to one injector and with
tunnels connecting the injectors together. A pulsed bending magnet will be used to
select which injector provides beam to the 5 GeV injector linac for a given pulse. Two
of the electron injectors will require an additional dipole. Since beam quality is most
critical for the FEL, the FEL injector will be placed on the same axis as the linac. The
injectors will be separated from the injector linac tunnel by an access shaft which will
allow equipment installation for the linac. Access for installation and maintenance of
the injectors will be via the common shaft at the gun end.

All klystrons will be housed together in a suitable location outside of the tunnel.
Because of the critical nature of the injector operation, several additional back-up
klystrons will also be installed, allowing fast switching in the event of a failure.

4.2.1 Unpolarised injector

4.2.1.1 RF gun and booster cavity

The advances in the field of laser driven RF guns make them attractive candidates for
the unpolarised electron source. The TTF photoinjector gun [1] serves as a basis for
the TESLA gun, and consists of a normal conducting 1-1/2 cell L-band standing wave
cavity operated in TM010 mode. Solenoidal focusing is used to provide emittance com-
pensation against the detrimental effects of space charge [2]. A high cathode gradient
(35 MV/m) is needed to ensure good beam quality; this gradient is achieved by pow-
ering the gun with a 4.5 MW klystron, resulting in an output energy of approximately
4 MeV.

The TTF gun uses a Cs2Te photocathode, which has a high quantum efficiency
(> 1%) and long life-time (> 1000 h) [3]. The life-time is critically dependent on
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Figure 4.2.1: Schematic of the electron injector complex (see relevant sections for details).
Note that not all components are shown.

the vacuum quality inside the gun, and so a photocathode preparation and ‘load-lock’
system is necessary to maintain ultra-high vacuum conditions while changing cathodes.
Such systems have already been developed for TTF [4]. The laser required to provide
the beam time structure for TESLA has also been developed for the TTF linac and is
described below.

Similar to the TTF scheme, the electrons leaving the gun are are ‘boosted’ to an
energy of 20 MeV by a single superconducting (SC) 9-cell cavity. The booster cavity
needs a dedicated klystron of relatively low power (< 200 kW). A low level RF control
system using digital signal processors has been developed at TTF to maintain the
phase and amplitude constant during the 1 ms pulse. The gun-booster assembly will
be separated from the rest of the injector by a short dipole spectrometer which will
allow the quality of the 20 MeV beam to be checked when necessary.

The TTF gun provides symmetric normalised horizontal and vertical emittances of
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Parameter TESLA 500 TESLA 800

wavelength <270 nm
Train rep. rate 5 Hz 3 Hz

Pulse Train Structure:
Pulse train length 950µs 860µs
No. of pulses per train 2820 4886
Pulse spacing 337 ns 176 ns
Pulse energy 3µJ 2µJ
Pulse length 10 ps (sigma)
Spot radius on cathode 3 mm (flat top)
Synchronization to reference RF signal
Phase stability < 1 ps (rms)
Energy stability < 5 % (rms)
Control fully remote
Maintenance downtime <1 %

Table 4.2.1: Basic specifications of the laser system for the unpolarised electron source.
The differences in the pulse train structure for both TESLA-500 and TESLA-800 are
shown.

typically 10 mm mrad at 4 nC; this exceeds the required value for the vertical emittance
at the interaction point by almost two orders of magnitude, and thus a damping ring is
required. A potential alternative ‘flat beam’ gun is currently under study, which might
provide asymmetric beams with sufficiently low vertical emittance to remove the need
for the electron damping ring, or at least simplify it. Some details can be found in [5].

4.2.1.2 Laser for the unpolarised RF gun

The laser system for the unpolarised source is based on the photoinjector laser system
used at the TTF. A description of the laser and a discussion of the experience with
its operation can be found in [18]. Basic specifications of the TESLA laser system are
listed in table 4.2.1.

An important feature of the laser system is the generation of a stable ∼1 ms long
train of UV laser pulses synchronized with the RF of the accelerator. Currently avail-
able lasers can produce the required bunch charge when used in combination with a
Cs2Te-photocathode with a quantum efficiency of ∼1%. At TTF, such cathodes have
been operated for several thousands of hours with a stable quantum efficiency of 0.5 %.
With this number, a single UV laser pulse energy in the µJ-range has to be achieved,
which the TTF laser can already supply.

The laser is based on flashlamp pumped Nd:YLF rods lasing at 1047 nm. This
material has a long fluorescence lifetime, high induced emission cross-section, and very
small thermal lensing — all of which are favorable for long pulse trains. A mode-
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Figure 4.2.2: Schematic of the laser system for the unpolarised RF gun source.

locked pulse train oscillator (see figure 4.2.2) synchronized with the reference RF signal
generates a pulse train with a suitable multiple of the required pulse train frequency
(e.g. 30 MHz). A Pockels-cell based pulse picker running at 3 MHz for TESLA-500
(5 MHz for TESLA-800) forms the required pulse train. At TTF, a Pockels-cell is
being operated at 2.25 MHz, and 9 MHz is in preparation. The train is amplified by
a single pass amplifier chain to 150µJ per pulse, corresponding to an average laser
beam power of 2 W. The UV wavelength (262 nm) is generated with two non-linear
crystals (e.g. LBO and BBO). The conversion efficiency is in the range of 10 %, and
an energy stability in the UV of ±5 % (rms) is achievable. The bandwidth of Nd:YLF
is sufficiently large to obtain a pulse length of 10 ps. The laser system will be fully
remote controlled. At TTF, the photoinjector laser system has achieved an availability
close to 99 %.

4.2.1.3 The 500 MeV pre-accelerator linac

Acceleration to 500 MeV takes place in four TTF type accelerator modules, each con-
taining eight 9-cell cavities. The modules are driven by a single 10 MW klystron oper-
ating well below its maximum power capacity. The use of four modules implies a very
moderate accelerating gradient for the pre-accelerator (∼ 15 MV/m) in comparison
with the main linac1.

4.2.2 Polarised electron injector

A specific study for a TESLA polarised electron gun has not yet been carried out. The
design for TESLA gun is therefore based on the parameters of the gun proposed for

1It should be noted that the choice of using four 12 m long TTF-like modules in the injection system
design is not crucial, and they could easily be replaced by three 17 m modules of the standard
main linac type (section 3.3)
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Parameters units TESLA NLC

Gun bunch charge nC 4.5
Bunch FWHM at gun ns 2 0.7
Peak current A 2.25 6.4
Cathode bias voltage kV -120
Edge emittance mm·mrad 8
Beam radius mm 12
Envelope angle mrad 10
Bunch # per pulse 2820 90
Bunch spacing ns 337 1.4
Pulse length µs 950 0.13
Repetition rate Hz 5 120

Table 4.2.2: Specifications for TESLA and NLC polarised electron source.

the NLC project [8], which is specified to deliver approximately the same bunch charge
(table 4.2.2).

The TESLA time structure is quite different from the NLC: a specifically developed
laser is required for the longer macropulse. We have assumed an initial bunch length
of 2 ns rather than 700 ps for NLC. The transverse emittance is assumed to be the
same which is a conservative assumption due to the smaller TESLA peak current. The
longer initial bunch excludes the use of the NLC scheme for the prebunching section:
therefore prebunching cavities of a lower frequency are chosen which follow the design
for the S-Band collider Test Facility injector, described in [20].

4.2.2.1 Polarised electron gun

Polarised electrons are produced by illuminating a GaAs cathode with circularly po-
larised laser light. GaAs photocathodes require ultra-high vacuum conditions
(< 10−11 mbar) which are not compatible with high gradient RF gun operation. Al-
though work is in progress to develop a polarised RF gun, we will consider here only a
polarised gun based on the technology developed for SLC [7] and under further devel-
opment for NLC [8].

The TESLA gun is operated with 1 ms long high voltage pulses of 120 kV with a
repetition rate of 5 Hz. The accelerating field is 1.8 MV/m, the perveance 0.3µA/V3/2.
The strained-lattice GaAs cathode has a large surface area of 3 cm2, and is illuminated
by circularly polarised laser light of 840 nm wavelength.

The gun is equipped with a load-lock system which allows the cathode to be re-
tracted while maintaining the ultra-high vacuum in the gun. To simplify the load-lock
system, an inverted insulator geometry is foreseen [9].

To avoid damage of the cathode by ion bombardment, the dark current must be kept
as low as possible; this requires low fields at the electrodes, and a careful processing of
the gun. The SLC gun operates at 120 kV with a dark current of less than 50 nA, and
the highest field on the electrodes is 7 MV/m [7]. The TESLA gun will be operated at
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a gradient of only 1.8 MV/m (as discussed for the NLC gun) which should significantly
reduce the dark current.

The low accelerating gradient limits the extractable beam current due to space
charge effects. The current can be estimated using the Child-Langmuir law: a typical
perveance of 0.3µA/V3/2 yields a current of 12.5 A at 120 kV.

A more severe limitation specific to GaAs-type cathodes is the so-called ‘cathode
charge limit’, which is in fact a current density limit [10]. The limitation is typical for
semiconductor cathodes with a negative electron affinity surface. In order to achieve
a high electron extraction probability, an alkali coating is applied to the surface of the
GaAs crystal1. This limit can be estimated using SLC data [12]: the SLC gun has
a current density limit of 3.3 A/cm2. For the TESLA cathode with a surface area of
3 cm2, the extractable current is limited to 10 A which is below the previous limit set
by the perveance.

With a bunch charge of 3.2 nC (2.2 nC for TESLA 800), a bunch length of at least
320 ps is required to keep the peak current below the 10 A limit. A bunch length of
2 ns has been chosen to ease the design of the laser system.

For multibunch operation, an additional effect related to the cathode charge limit
becomes important. The effect causes a considerable reduction in bunch charge for
pulse trains with very small bunch spacing. Experiments at the SLC have shown that
the recovery time of the cathode is between of 10 to 100 ns, depending on the cathode
thickness [7]. Fortunately, the bunch spacing at TESLA is large, 337 ns (189 ns for
TESLA 800), so that the cathode can easily recover between bunches.

A high degree of polarisation is required to fully explore the physics potential of
the collider. At SLC, 80 % polarisation with a strained lattice GaAs cathode has been
achieved, but with a quantum efficiency of only 0.1% [13]. The quantum efficiency
determines the required laser power, and hence has a direct impact on the design of
the laser system. Maintaining good quantum efficiency requires a careful control of the
vacuum, which should be kept below 10·−11 mbar at all times. Regular coating of the
cathode by cesium may also be necessary.

In the NLC proposal, the gun is placed at a 20◦ angle to the injector axis, an ar-
rangement that we will also adopt. The arrangement has several advantages: shielding
of the cathode from reverse dark current produced by the downstream cavities; allow-
ing installation of a second gun (a backup PES or a thermionic grid gun); and allowing
space for a polarimeter.

4.2.2.2 Polarised gun laser

Most polarised electron sources use Ti:Sapphire lasers with a wavelength around 800 nm.
The lasers have a sufficient bandwidth to tune the wavelength to optimize the electron
beam polarisation.

TESLA requires a long laser pulse train of 1 ms, consisting of several thousand
pulses with an energy of ∼5µJ per pulse. A laser system delivering such a pulse
structure is commercially not available and requires considerable R & D. Presently, a

1A discussion of the theory of the effect can be found in [11].
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Parameter TESLA 500 TESLA 800

Wavelength 780 to 850 nm
tunable to < 10 nm

Train rep. rate 5 Hz 3 Hz
Polarisation circular

switchable
Pulse Train Structure:

Pulse train length 950µs 850µs
No. of pulses per train 2820 4500
Pulse spacing 337 ns 189 ns
Pulse energy 4.6µJ 3.2µJ
Pulse length 700 ps to 2 ns (sigma)
Spot radius on cathode 10 mm (flat top)
Synchronization to reference RF signal
Phase stability < 200 ps (rms)
Energy stability < 5 % (rms)
Control fully remote
Maintenance down time <1 %

Table 4.2.3: Basic specification of the laser system for the polarised electron source. The
differences in the pulse train structure for TESLA-500 and TESLA-800 are shown.

laser system for the photoinjector test stand at DESY-Zeuthen is under development
[14], which will serve as a test bed for the polarised gun laser. The basic specification
of the laser system is given in table 4.2.3.

There are several disadvantages of the choice of Ti:Sapphire with respect to the
long TESLA pulse train. The life-time of the upper laser level is only 3.2µs, and hence
the pump energy can only be stored for a short fraction of the pulse train. In addition,
flashlamp pumping is not efficient. Consequently it is necessary to provide a complete
laser system to pump the Ti:Sapphire for every bunch of the train. The pump lasers
will be very similar to the laser for the unpolarised source: a mode-locked Nd:YLF
laser with the required pulse train structure will be doubled in frequency to produce
the green wavelength necessary for pumping.

Thermal properties — like thermal lensing — are also not favorable for Ti:Sapphire.
Its strong thermal lensing will lead to a variation of the focusing of the laser beam
during the pulse train resulting in an undesired non-uniformity, which must be com-
pensated.

Other laser materials which are tunable in the required wavelength range are
Cr:LiCAF and Cr:LiSAF. They have the advantage of low thermal lensing and the
possibility of pumping by flashlamps or laser diodes [15]. Mode locked Cr:LiSAF lasers
and regenerative amplifiers have been successfully built [16], but high quality materials
are still difficult to obtain. A laser based on Cr:LiSAF/Cr:LiCAF is discussed in the
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proposal for the TTF laser system [17].
A third possibility under study is based on an energy upgraded version of the laser

proposed for the unpolarised source (section 4.2.1.2): the second and third harmonic
of the fundamental laser wavelength (1047 nm) is converted to 840 nm by optical para-
metric amplification.

4.2.2.3 Polarised electron pre-accelerator linac

The low energy electrons produced by the polarised source cannot be directly injected
into superconducting cavities because solenoids are required for transverse focusing.
The electrons are first accelerated in normal-conducting copper cavities until the di-
vergence of the beam is small enough that solenoid focusing is no longer required.
Because the gun produces a long initial bunch length (2 ns), a prebunching and bunch-
ing system is also required.

The injector linac for the polarised electron beam will include:

• a prebunching and bunching section;

• an accelerating section;

• a matching and analysing section; and

• two accelerator modules to reach 500 MeV.

The injection linac is described in more detail in [19].

The prebunching section

We use two sub-harmonic prebunching cavities (SHB) working at 1/12 and 1/3
of the injector linac frequency, i.e. 108 and 433 MHz respectively. Simulations with
the PARMELA code have been performed, assuming an initially uniform longitudinal
distribution1 of charges with a length of 2 ns. The optimum modulating peak voltages
of the 108 MHz and 433 MHz cavities were found to be 40 kV and 44 kV respectively.
The bunches are compressed to ∼190 ps rms at the entrance to the second cavity, and
to ∼50 ps rms at the buncher entrance.

The power requirements have been scaled from the data for the buncher cavity used
in the low charge TTF injector [21]; this cavity operates at 217 MHz and can handle a
1 ms long RF macropulse. We expect a shunt impedance Rs=4.4 MΩ for the 108 MHz
cavity and Rs=8.8 MΩ for the 433 MHz cavity. The required peak power is then 360 W
and 220 W respectively.

The bunching section

The cavities for the bunching section have to withstand 1 ms long RF pulses and a 0.5%
duty cycle, which implies severe thermal loads. Requirements for copper cavities having

1A Gaussian distribution does not significantly change the results.
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Parameters units Type #1 Type #2

RF frequency GHz 1.3
Structure type standing wave
Dissipated power MW <4
Aperture mm 52
Number of cells 5 17
Shunt impedance MΩ/m 31.9 35.4
Accelerating gradient MV/m <14.8 <8.5
Length m 0.576 1.96

Table 4.2.4: Main characteristics of the accelerating structures for the bunching section.

Parameters units results

Energy MeV 11.3
Charge nC 3.7
Phase extension (rms) deg 5.3
Bunch length (rms) mm 3.4
Energy spread (rms ) keV 45
Normalised emittance (rms) mm mrad 42.5
Beam size σx mm 2.6
Beam angular spread σxp mrad 0.7

Table 4.2.5: Summary of PARMELA simulations results at the buncher exit.

high gradient and high average power also appear in the design of the positron pre-
accelerator (PPA) (section 4.4), where new RF cavities (so-called CDS structures [34])
have been proposed. They have a high shunt impedance and can dissipate 30 kW/m.
In addition they have a large iris aperture. The characteristics of the cavities used here
are summarised in table 4.2.4.

The bunching section comprises two 5 cell cavities (type #1, see table 4.2.4), sepa-
rated by a distance of λ/2 (115.3 mm) and sharing the power of one 10 MW klystron.
The cavities are capable of producing up to 14.8 MV/m, but to provide a safety margin,
simulations have been made using only 12 MV/m in each cavity.

In the simulations we assume for simplicity a 0.75 m long drift space between the
source exit and the first prebuncher cavity, with one solenoidal lens in the middle. The
lens is used to focus the beam into the first prebunching cavity.

The fields are optimised to achieve a minimum transverse emittance (figure 4.2.3).
The magnetic field starts from about 50 Gauss after the first prebuncher, increases
linearly to about 130 Gauss at the buncher entrance, where it then increases sharply
to a value of 500 Gauss and stays constant over the length of the two buncher cavi-
ties. Steep transitions are necessary to fulfil the Brillouin conditions for laminar flow.
The transitions are created using magnetically shielded solenoids. Simulation results
obtained with PARMELA at the buncher exit, are summarised in table 4.2.5.
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Figure 4.2.3: RMS beam radius and bunch length variation along the prebunching and
bunching sections. The axial electric field (top) and the magnetic focusing field (bottom)
are shown.

Acceleration prior to injection into the SC linac

The choice of beam energy at the entrance of the first accelerator module of the
injector linac is defined by the (non-normalised) beam emittance, which must be small
enough to allow the beam to be easily transported through the module. As a goal, we
have chosen the TTF injector normalised emittance of 20 mm·mrad for 8 nC bunches
at 20 MeV, corresponding to a (un-normalised) emittance of 0.5 mm mrad at injection
into the first cryomodule.

After the buncher, the beam energy is ∼12 MeV. To provide the necessary acceler-
ation, we will use the 17-cell cavities (table 4.2.4), which provide more energy than the
5-cell ones. One pair of cavities — powered with one standard 10 MW klystron — can
give an energy gain of 32 MeV. Table 4.2.6 shows the expected beam emittance after
one, two or three such units. One unit, resulting in a beam energy of 44 MeV, is suf-
ficient to adiabatically damp the initial emittance to below the required 0.5 mm mrad
(un-normalised): using two such pairs (76 MeV) provides a large and sufficient margin.
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E (MeV) Norm. emittance emittance

TTF injector 20 20. 0.5
proposed buncher 12 42.5 1.74
+ 1 klystron 44 42.5 0.49
+ 2 klystrons 76 42.5 0.28
+3 klystrons 108 42.5 0.20

Table 4.2.6: Compared emittance (in mm mrad) of the TTF injector and of the proposed
linac for beams of increasing energy.

A spectrometer arm will be installed between the room temperature section and
the SC linac so that the former can be independently operated and tuned. Two triplets
are required for beam matching into the SC linac. A triplet is also necessary between
the pairs of type #2 PPA cavities.

The 500 MeV superconducting linac

To achieve the required energy of 500 MeV, the SC linac has to provide 424 MeV
to complement the 76 MeV from the room temperature section. Two standard linac
cryomodules operated at a conservative gradient of 17.8 MV/m are used. One 10 MW
standard klystron is sufficient to power both modules (see figure 4.2.1).

4.2.3 Electron source for the free electron laser (FEL)

The FEL source is treated in section 9.3. We mention it here only for completeness.
It employs a 1-1/2 cell RF gun producing a 6.6 MeV beam which is subsequently
injected into an accelerator module. The beam which exits the module at 155 MeV is
slightly decelerated in a third harmonic (3.9 GHz) superconducting cavity which serves
to correct the non-linear energy distribution of the beam. The FEL source also requires
the use of a magnetic bunch compressor at an energy of 140 MeV as well as a further
compressor at 500 MeV. To provide space for the compressors, only 3 modules are used
in the FEL injector. The average gradient required in the last two modules is 25 MV/m.
The 500 MeV bunch compressor will be based on the design used in the TTF linac.

4.2.4 The 5 GeV electron injector linac

The common injector linac accelerates the beam energy from 500 MeV to the damping
ring energy of 5 GeV. It is a short version of the TESLA main linac and uses the
same technology described in chapter 3. The energy gain of 4.5 GeV will be provided
by 18 × 17 m modules (section 3.3) running at a gradient of Eacc = 20 MV/m and
powered by six 10 MW klystrons. If one klystron fails, the linac can still be operated
by increasing the gradient in the remaining sections (15 modules driven by 5 klystrons,
corresponding to 24 MV/m).
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For the FEL beam the injector linac is operated at lower gradient. We presently
assume an FEL beam energy of 2.5 GeV at the injector linac exit (Eacc=8 MV/m), but
there is a large flexibility to adjust this energy if desired.

The focusing is provided by a FODO structure with two accelerator modules per
cell (one quadrupole in every module). The phase advance is 45◦ for the collider beam
and up to about 100◦ per cell for the FEL beam.

4.3 Positron Source

A fundamental intensity limit for conventional positron sources is given by the thermal
stress in the conversion target due to the energy deposition of the primary electron
beam. For TESLA the target can be rotated within the long bunch train. With a
target velocity of 50 m/s the heat load of about 100 bunches contributes to the thermal
stress at a given position on the target. Table 4.3.1 compares the design parameters
of TESLA with parameters reached at the SLC positron source, which has the highest
intensity to date. The SLC source operates close to the stress limit of the target, and an
extension of this technology by the required two orders of magnitude in intensity seems
unrealistic. Therefore a new concept based on the conversion of high-energy undulator
radiation in a thin target has been developed [22, 23]. The scheme also allows the
possibility to produce polarised positrons; but since the technological demands for a
polarised source are much higher than for an unpolarised source, only the latter will be
considered for the initial TESLA run. The polarised source is considered as a possible
upgrade to the machine at a later date.

parameter SLC TESLA

No. of positrons per pulse (3–5)×1010 5.6× 1013

No. of bunches per pulse 1 2820
pulse duration 3 ps 0.95 ms
bunch spacing 8.3 ms 337 ns
repetition frequency 120 Hz 5 Hz

Table 4.3.1: Comparison of TESLA and SLC positron source parameters.

4.3.1 General layout

A schematic of the source is shown in figure 4.3.1. The source is designed to produce
twice as many positrons as required. In contrast to the original proposal in the CDR
[6], the high-energy electron beam upstream of the interaction point (IP) is now used
to generate high-energy photons in an undulator section positioned just downstream
of the main linac. The original concept of using the spent electron beam (i.e. af-
ter collision) placed too many constraints on the design of the extraction line, and in
particular suffered from unacceptably high distributed particle losses. Moving the e+
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Figure 4.3.1: Sketch of the positron source layout.

source upstream of the IP has significantly simplified the extraction line and reduced
the associated losses (see section 7.6). In addition, using the very high quality elec-
tron beam from the linac as opposed to the severely disrupted beam after the IP has
increased the likelihood of realising a polarised positron source. The disadvantages of
the location in front of the IP are that extra space and a positron transfer line to the
other side of the interaction point (detector) are required. The undulator also slightly
degrades the quality of the incoming electron beam, but the effects are considered
acceptable.

The geometry of the source and the electron optics has been designed to accom-
modate the polarised source upgrade. For polarised positrons, the divergence of the
high-energy photons from the helical undulator must be dominated by the 1/γ char-
acteristic angle of the radiation, and only have a small contribution from the electron
phase space. With the opening angle of the photons fixed by the electron beam en-
ergy, the beam size on the target is then only a function of distance. With a 250 GeV
electron beam, corresponding to an angle of 1/γ ≈ 2µrad, a drift length to the target
of 314 m is required to achieve the necessary target beam size of 0.7 mm (see section
4.3.7).

With the geometry and electron optics fixed by the polarised source, the unpolarised
source requires a rather weak, long planar undulator (K ≤ 1)1 to keep the 0.7 mm
beam size at the target. The photons are used to produce electron-positron pairs in
the thin conversion target. The conversion of photons — rather than electrons as in a
conventional source — leads to a small optimal target thickness of 0.4 of a radiation
length (X0). The conversion efficiency in a thin target depends only weakly on the
target material: thus a low Z material such as titanium with a high specific heat
capacity can be chosen. An additional advantage of the thin target is the smaller
multiple-scattering which results in a higher capture efficiency. Both effects help to
reduce the heat load on the target. The target has to rotate with a high velocity in
order to withstand the long beam pulse.

The capture optics behind the target is of a conventional design. Since the positrons

1The K-value of an undulator is defined as: K = eBλu/(2πmec), where B indicates the amplitude
of the magnetic field and λu the undulator period. The K-value determines the spectral charac-
teristics of the device and the opening angle of the radiation. For K > 1 the opening angle is
K/γ.
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have a broad distribution of transverse and longitudinal momenta, they must first be
accelerated in RF cavities embedded in a solenoid field. The acceptance of a solenoid
channel is characterised by a large transverse size and a small divergence, while the
positrons emerging from the target have a small transverse size and a large divergence.
To match the positrons to the acceptance of the solenoid, an adiabatic matching device
(AMD) is used. It consists of a solenoid field which starts with a high initial field and
tapers down adiabatically to the constant end field. After the AMD the positron beam
will be captured and pre-accelerated to ≈ 250 MeV in the normal conducting positron
pre-accelerator (PPA). The beam is then transported through a transfer line under the
detector hall, to the superconducting positron injector linac, where it is accelerated to
5 GeV and injected into the damping ring (chapter 5).

The safety factor of two in the positron production rate is valid for 250 GeV electron
beam energy. When operating at a lower energy (i.e. lower centre of mass energy at
the IP) this margin is reduced due to the strong dependence of positron production on
photon energy. Without modifications, the source can be used down to about 160 GeV
(just below the top quark pair production threshold) without a significant intensity
drop (the yield at this energy is ∼1). In order to recover a high luminosity at even
lower energy, e.g. at the Z0 resonance, a scheme can be used in which the first part of
the main linac (≈ 50 GeV) accelerates the beam used for collisions, while the remainder
(≈ 200 GeV) accelerates the drive beam for the positron source. This option requires
an additional drive beam injector and a ∼50 GeV transfer line.

In the following sections, the various components of the positron source will be
discussed in more detail.

4.3.2 Permanent magnet planar undulator

With a K-value of about 1 the spot size of the photon beam on the target is 0.7 mm,
large enough to keep the thermal stress in the target low and small enough to obtain
a high capture efficiency of the optics behind the target. The advantage of the planar
undulator over the helical undulator required for the polarised positrons is the easier
technology (permanent as opposed to superconducting magnets) and the accessibility
from the side (important for field measurements, beam diagnostics pumping etc.).

The gap size of the undulator (in terms of nominal electron beam size) must be
larger than the apertures defined by the downstream halo collimation system in the
beam delivery system (13σx×80σy, section 7.5). Table 4.3.2 lists parameters of perma-
nent magnet undulators with varying gap size and K = 1. With an elliptical vacuum
chamber of half-gap 5 mm (h)×1.5 mm (v), the (normalised) aperture is 79σx× 350σy,
significantly larger than the collimation aperture.

With a vertical gap size of 5 mm a field of 0.75 T can be reached. The corresponding
energy of the first harmonics is 28 MeV and the required undulator length is 100 m in
this case. Note that due to the higher harmonics of the undulator radiation a significant
amount of positrons are produced with an energy larger than 28 MeV.
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gap [mm] λu [cm] Bmax [T] E1 [MeV]

4.0 1.25 0.85 31.6
4.5 1.34 0.8 29.5
5.0 1.42 0.75 27.8

Table 4.3.2: Parameters of the planar undulator.

4.3.3 Influence of the undulator on the electron beam parameters

The main effect of the undulator on the electron beam is the mean energy loss of
1.2% (3 GeV) which has to be compensated by the main linac. The beam quality is
deteriorated mainly in the longitudinal phase-plane by an increased energy spread of
0.15% as compared to 0.05% without the undulator [31].

The relative increase in horizontal transverse emittance from a perfect undulator is
∼ 3 × 10−5 and can be ignored. Typical errors of the undulator magnets of ∆B/B =
1%, ∆λu/λu = 1% and an rms rotation angle of 1 mrad lead to additional relative
emittance contributions of ∼ 2 × 10−3 and ∼ 1 × 10−3 for the horizontal and vertical
plane respectively [32].

4.3.4 Target

The positron production rate in the conversion target has been calculated with the
code EGS4 [25] — a general purpose package for the Monte-Carlo simulation of elec-
tromagnetic showers. The optimum target thickness in terms of positron yield for a
titanium alloy target is 0.4X0 (1.4 cm). The production rate in a titanium target is
about 16% lower than in tungsten, but the higher heat capacity (by a factor of five)
and the excellent mechanical properties of titanium allow much higher particle densi-
ties inside the target. The target has to rotate with a high velocity in order to avoid
an overlapping of all bunches within one RF pulse. A velocity of about 50 m/s at
the circumference of the target is necessary to spread out a single bunch train over a
distance of 5 cm; this can be achieved with a target of 80 cm diameter rotating at 1210
revolutions per minute. The maximum heat load reached then corresponds to ∼100
bunches overlapping at the same location, giving a temperature rise of about 420◦C.
The diameter is chosen to evenly distribute the heat load over the entire circumference
of the target over many 5 Hz pulses. The average heat load amounts to 5 kW. Cooling
by radiation might be sufficient in the case of the large target wheel, but this needs
further investigation. Cooling with water is possible with a vacuum feed-through based
on a design from CERN [28], which uses differential pumping.

4.3.5 The adiabatic matching device (AMD)

The particles which emerge from the target have to be accelerated in a cavity embedded
in a solenoid field for focusing: it is here that the final emittance and the efficiency of
the positron source are defined. Because the multiple-scattering is reduced in a thin
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target (compared to the thick target of conventional sources), the transverse momenta
of the positrons emerging from the target are smaller, resulting in a higher capture
efficiency. In order to match the phase space of the positron beam (characterized by
a small spot size and a large divergence) to the acceptance of the solenoid (large spot
size and a small divergence), a matching section is introduced between the converter
target and the first accelerating cavity. The matching section consists of a so-called
adiabatic matching device (AMD), a tapered solenoid starting with a high initial field
and tapered adiabatically down to the constant end field. The acceptance of the system
is matched to the acceptance of the damping ring so that no further particle losses occur
in the ring itself.

Two mechanisms lead to an emittance growth of the positron beam in the matching
device and hence to additional particle losses:

• emittance growth due to non-adiabatic fields; and

• bunch lengthening due to path length and velocity differences.

A solution for the particle motion in an adiabatically varying solenoid field has been
found [29], from which the optimum on-axis field distribution for the matching device
along the longitudinal coordinate z is given by:

B(z) =
Bi

1 + g · z ,

where Bi is the initial solenoid field and g the taper parameter. The condition for an
adiabatic field variation is then given by (gP )/(eBi) � 1 (P= particle momentum).
In order to fulfil this condition for particles with higher energy the taper parameter
g has to be small: however, this means that the matching section becomes long, and
the bunch lengthening becomes stronger. An optimum is reached with g = 30 m−1 in
the present design. An overall capture efficiency of 16% can be reached with an initial
field of 6 T. Fields of up to 8 T have already be realised [30] and 10 T seems feasible:
however, since the bunch train is long the production of a higher field with a pulsed
device is more difficult, and a lower field seems to be more reasonable.

Table 4.3.3 lists the important parameters of the positron source.

4.3.6 Low intensity auxiliary source

For the commissioning of the various positron accelerator systems, a source which works
independent of the main electron linac is desirable. An electron beam of 500 MeV is
sufficient to produce a few per cent of the design positron current using the same thin
titanium target and the capture optics of the high intensity source. The heat load on
the target is high, but does not reach the limits discussed in [23]. The electron source
is a copy of the main electron injector (see section 4.2).

It is foreseen to use the same gun as the (second) electron source when TESLA is
operated as a γγ or e−e− collider. It should be noted that in these cases, a polarised
electron source is required.
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Undulator
peak field 0.75 T
period length 14.2 mm
gap height 5 mm
γ-spot size on target 0.7 mm
photon beam power 135 kW
Target
material Ti-alloy
thickness 1.42 cm (0.4X0)
pulse temperature rise 420 K
av. power deposition 5 kW
Adiabatic Matching Device
initial field 6 T
taper parameter 30 m−1

end field 0.16 T
capture cavity iris radius 23 mm
General
capture efficiency 16%
No. of positrons per electron 2
norm. e+-beam emittance 0.01 m
total energy width ±30 MeV
required D.R. acceptance 0.048 m

Table 4.3.3: Overview of the positron source main parameters.

4.3.7 Potential upgrade to a polarised positron source

The proposed positron source opens up the possibility to produce polarised positrons:
circularly polarised photons produced by high-energy electrons in a helical undulator
convert to polarised e+e− pairs in the target [22, 23]. However, the technological
challenges of a polarised source are far more demanding than for the unpolarised source,
and the polarised source is considered as a potential future upgrade.

In order to produce circularly polarised photons, a short period helical undulator of
about 100 m length has to be used instead of the planar wiggler. Since only the on-axis
photons are completely circularly polarised, off-axis photons have to be collimated;
this requires that the photon beam spot size at the target is dominated by the natural
opening angle of the radiation (∼ 1/γ). The distance between the undulator and
the target has to be large (>150 m) to achieve the required target photon beam size
(0.7 mm), and the electron beam divergence in the undulator has to be small compared
to 1/γ. The parameters of the helical undulator are demanding and have so far not been
demonstrated. With a period length of 1 cm an on-axis field of 1.3 T has to be reached.
The parameters can currently only be realised with superconducting technology at a
gap radius of about 2 mm [33]. A detailed design of such an undulator with the required
parameters is still to be done.
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The collimation of a large fraction of the photons — necessary to increase the
degree of polarisation — requires the development of high-power collimators. The
average power deposition in the collimators can reach several 100 kW. The polarisa-
tion of the circularly polarised photons is transferred to the electron-positron pairs
during pair production. For the calculation of the processes in the target the EGS4
code has been extended [23]. The code includes polarisation effects for pair produc-
tion, bremsstrahlung and Compton scattering. Simulation results indicate a maximum
longitudinal positron polarisation of 45–60%.

4.4 Positron Injection System

The positron injection system consists of three sections:

• a normal conducting pre-accelerator which captures the positrons, separates them
from the electrons and the photon beam, and accelerates them up to an energy
of 250 MeV;

• a long transfer line which guides the positrons below the experimental hall to the
other side of the IP;

• a superconducting accelerator to bring the positrons to the damping ring energy
of 5 GeV.

The layout and the main results of the optimisation of the complete positron injection
system are presented below. For further scientific and technical details of the design
we refer to the detailed reports [34, 35].

4.4.1 Positron pre-accelerator (PPA)

The purpose of the PPA is to provide a maximum capture efficiency for that part
of the emerging positron beam which is within the damping ring acceptance; this
‘useful’ part of the beam has an energy spread ∆E/Ef = ±6% for the PPA output
energy of 250 MeV and a phase spread ∆ϕ = ±7.5o with respect to the PPA RF-
frequency of 1.3 GHz. The total normalised transverse e+ beam emittance is limited
by εx < 0.036m, εy < 0.036m, and εx + εy < 0.048 m for the PPA and other parts of
the injector. The capture efficiency is defined as the ratio of the number of positrons
inside this acceptance to the total number of positrons escaping from the target.

The general layout of the PPA is shown in figure 4.4.1. The PPA is a standing-wave
normal-conducting linac. The front end of the PPA consists of acceleration cavities
embedded in a focusing solenoid. The first two cavities (figure 4.4.2) have a high
accelerating gradient (Eacc = 14.5 MV/m), to reduce bunch lengthening, whereas the
others have moderate gradients (Eacc = 8.5 MV/m) to reduce RF power consumption.
Each cavity is powered by one standard TESLA 10 MW klystron through a single RF
coupler (figure 4.4.2). An additional bunch length reduction is achieved by inserting
the first cavity into the AMD by ≈ 60 cm.
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Figure 4.4.1: Conceptual layout of the PPA.

With the long RF pulse (950µs flat-top) and repetition rate of 5 Hz, the achievable
gradients in the first and second cavity of the PPA are limited by RF power and heat
load restrictions. Three dimensional thermal stress analysis indicates that stable and
reliable cavity operation with a heat load of about 30 kW/m is possible, corresponding
to an accelerating gradient Eacc = 14.5 MV/m [34, 36].

About 65% of the incoming positrons and 76% of the incoming electrons will be
lost in the AMD and the first four cavities, resulting in an enhanced radiation level
and additional heating.

Located downstream of the PPA (at a positron beam energy of 114 MeV) is a
magnetic insertion to separate the positrons and the remaining electrons. The insertion
makes a parallel translation of the PPA axis by a distance of 1.2 m; this provides a
sufficient clearance for the photon beam and allows collimation of the positron beam.
The insertion has a standard achromatic design with two bend dipoles and matching
sections at both ends (figure 4.4.3). Non-linear chromatic effects are the dominant
factors for the final beam quality when transporting the low energy beam with high
relative energy spread [35]. The total positron losses in the separator (composed mainly
of particles with a large momentum deviation) are estimated at ∼8.4 % of the incoming
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Figure 4.4.2: Short accelerating cavity for the first part of the PPA.

Figure 4.4.3: Optical functions in the separator section.
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Figure 4.4.4: Accelerating cavity in the downstream part of the PPA.

e+ beam. Behind the first dipole of the separator there is a dump system, which can
handle the residual e− beam up to an average power of 12–15 kW.

After the separator the positron beam has practically a single-bucket structure
(the first e+ bunch has ∼ 99.3% of the total number of positrons); the population of
neighbouring RF-buckets present before the insertion [34] has practically vanished.
The downstream part of the PPA consists of five cavities with moderate gradient
(8.5 MV/m). Each cavity has two accelerating sections (figure 4.4.4). The transverse
focusing is accomplished using quadrupole triplets, placed between the sections, which
are separated by a drift space of 4λRF. To combine two sections into a single reso-
nant system, bridge coupling cavities are used. Each cavity is powered by one 10 MW
klystron. The phase space distribution at the PPA exit is shown in figure 4.4.5.

The main PPA parameters are listed in table 4.4.1. The total PPA length is 55 m
and the transverse dimensions are small enough to allow clearance to the neighbouring
magnets of the high-energy electron switch-yard and beam delivery system (see chap-
ter 7). The nine klystron stations (plus one spare for fast exchange in case of a failure)
will be placed in the second-IR switch-yard shaft which also houses the positron target.

The coils of all magnetic elements placed in areas with large particle losses (the
solenoid in the first part of the PPA, quadrupoles and bending magnets in the PPA
insertion) have to be made from a special cable with mineral insulation.

Due to the strong non-linear effects in the magnetic insertion, this area is equipped
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Figure 4.4.5: Positrons phase space plots at the PPA exit.

Parameter value

Final energy Ef , MeV 287
Total capture efficiency, % 21.3
Solenoid length, m ∼11.4
Solenoid field, T 0.22
Number of quadrupoles 42
Number of dipoles 2
Number of klystrons 9
Total length, m ∼55.5

Table 4.4.1: The main parameters of the PPA.

with instrumentation to verify the beam parameters. All quadrupoles have integrated
position monitors. In addition, two secondary emission (SEM) grid monitors are fore-
seen behind the bending magnets for beam profile measurements. A complete set of
beam monitors is foreseen at the PPA exit, mainly for linac commissioning. The PPA
subsystems are described in detail in [34] and [35].

4.4.2 Shielding requirements for the target and PPA area

Since the energy of the undulator photons is below the muon production threshold
of 210 MeV, no muons will be produced in the target. Therefore the major radia-
tion source during operation is the photon induced neutron production in the target,
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adiabatic matching device, and the first section of the accelerator. To protect the sur-
rounding environment from the high neutron flux, these components will be embedded
in a concrete cave of up to 1.5 m wall thickness. The embedded section will be assem-
bled on a common girder and all connections (power cables, cooling water etc.) will
be outside of the cave. The shielding requirements for the downstream sections are
more relaxed and can be realised with concrete blocks (in the separation and collima-
tion section) or lead walls. The induced activity after 5000 hours of operation can be
shielded with lead of ≤ 15 cm thickness even in the target area. In case of a failure it
is foreseen to exchange complete sections (girders) rather than single components.

4.4.3 Low-energy transfer line

The general layout of the transfer line is shown in figure 4.4.6. The line must:

• use the existing TESLA tunnel (with the exception of the bypass section);

• provide a vertical bypass section between the two main dump halls, that passes
under the detector hall;

• provide adjustable matching to the beam parameters at the PPA exit and super-
conducting accelerator entrance;

• not introduce dispersion (except in the bypass section);

• keep the bunch length constant.

Figure 4.4.6: Schematic layout of the low-energy transfer line.
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Figure 4.4.7: Optical functions along one bypass arc.

There are a few special aspects which complicate the design of the transport system:

• the transfer line is long, and therefore the aperture versus the number of magnets
needs to be optimised; and

• it must transport a beam with large transverse emittance and a large energy
spread, resulting in large magnet apertures and a quasi-isochronous bypass de-
sign.

For the long straight sections a FODO type structure is used. The parameters of the
FODO cell have been optimised with respect to the maximum beam size, maximum
tolerable modulation of the β-function, and the number of quadrupoles in the line.

As a result of various studies the following scheme has been chosen for the bypass.
Each arc of the bypass section consists of two quasi-isochronous cells connected by a
matching section (figure 4.4.7). It is convenient to construct the matching section from
the same FODO cells (without bending magnets) used in the isochronous cells. Two
quasi-isochronous cells plus two FODO matching cells are sufficient to reach a (down-
ward) vertical displacement of 17.3 m. The quasi-isochronous cells of the bypass are
based on a modified four-cell FODO structure with missing magnets. The longitudinal
dispersion (R56) of the bypass and hence of the complete transfer line is tunable and
can be used to further compress the bunch.
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Parameter Value Unit

Kinetic energy 287 MeV
Total length 2208.3 m
Length of bypass arc 48 m
Translation base 17.3 m
Normalised emittances

horiz. 0.036 m
vert. 0.036 m

Energy spread ±0.06
Number of quadrupoles 276
Number of dipoles 16

Table 4.4.2: Main parameters of the low-energy positron transfer line.

The main parameters of the transfer line are summarised in table 4.4.2. All
quadrupoles have the same dimensions, differing only in the gradient G0, and can be
divided in two groups: those with low gradient G0 ≤ 0.3 T/m, (211 units); and those
with moderate gradient 0.3 T/m ≤ G0 ≤ 1.5 T/m (65 units). The DC power required
for one low gradient FODO quadrupole is 60 W. The lenses can be made without water
cooling to reduce costs. The aperture diameter for all quadrupole lenses is equal to 0.16
m, providing a 1.7 safety factor with respect to the full size of the beam for the FODO
cells and more than a factor of two for all matching and bypass quadrupoles (except for
four quadrupoles in each bypass arc). This choice is a reasonable compromise between
the safety factor and the number of magnetic elements. Other details of the transfer
line design are described in [35].

4.4.4 Superconducting positron injector linac (PIL)

The general layout of the positron injector linac is shown in figure 4.4.8. The linac is
based on the standard TESLA nine-cell superconducting accelerating structure. Due
to the large transverse emittances of the e+ beam the transverse focusing in the linac
is based on superconducting quadrupole doublets. The safety factor, calculated as a
ratio of the inner radius of an element to the maximum beam envelope in that element,
is >2. Two types of cryomodules1 are assumed in the design: the first type (CM-1)
contains four accelerating structures and four doublets, while the second one (CM-2)
consists of eight structures and a single doublet [35]. The design of the doublets is
based on the main linac quadrupole. It is possible to keep the gradient to ∼ 60 T/m
with an effective length of ∼ 200 mm for each quadrupole in the CM-2 modules: thus
these doublets have the same length as the standard linac quadrupole. The doublets for
the CM-1 type modules are longer and replace every second accelerating cavity. Eight

1The design of the positron pre-accelerator has been based on TTF-like 12 m long modules. It is also
conceivable to use the standard 17 m long modules as in the main linac, thus avoiding building
two types of modules of different length.
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Figure 4.4.8: Conceptual layout of the sc positron injector linac (AS = accelerating struc-
ture, FD = quadrupole doublet).

Figure 4.4.9: β-functions for the eight CM-1 modules.

CM-1 type modules are used in the first part of the injector linac (up to a positron
energy of ≈ 1 GeV). The eighth module is used as a matching module (figure 4.4.9).
The remainder of the linac (up to 5 GeV) is constructed from 20 CM-2 modules. The
standard TESLA RF distribution scheme and hardware are used.
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The general parameters of the injector linac are listed in table 4.4.3. More details
of the injector linac design can be found in ref [35].

Cryomodule CM-1
Number of cryomodules 8
Cryomodule length [m] 11.368
Energy gain per cryomodule [MeV] 100
Number of quadrupole doublets 4
Number of accelerating sections 4
Cryomodule CM-2
Number of cryomodules 20
Cryomodule length [m] 12.352
Energy gain per cryomodule [MeV] 200
Number of quadrupole doublets 1
Number of accelerating sections 8
Final beam energy [GeV] ∼ 5.08
Total length [m] ∼ 338
Safety factor > 2
Total number of klystrons 6
Total number of cryomodules 28
Total number of quadrupole doublets 52
Total number of accelerating sections 192

Table 4.4.3: The main parameters of the positron injector linac.

4.4.5 Summary of the positron injector

In this final section we briefly summarise the major points of the positron production
system. Details can be found in the preceding sections.

The positron injector consists of several essentially different parts: a normal con-
ducting positron pre-accelerator (PPA); a low-energy transport line (including bypass
sections); and a superconducting injector linac. The parameters for each sub-system
are optimised to obtain an effective, technically realisable and cost-effective solution.

The PPA is a standing-wave normal-conducting linac; its design is based on ex-
perience from existing linear accelerators and standard TESLA RF equipment. The
low-energy transfer line magnets have conservative cost-effective parameters. The sc
injector linac is based on standard TESLA/TTF equipment.

The total positron transmission of the injector from the target to the exit of the
pre-accelerator is estimated at ≈ 16%. This value is sufficient to provide the necessary
positron intensity for the 500 GeV collider with a safety
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5 Damping Ring

5.1 Introduction

Damping rings are necessary to reduce the emittances produced by the particle sources
to the small values required for the linear collider. Emittance reduction is achieved
via the process of radiation damping, i.e. the combination of synchrotron radiation in
bending fields with energy gain in RF cavities. The design of the damping ring has to
ensure a small emittance and a sufficient damping rate.

One of the main design criteria for the damping ring comes from the long beam
pulse: a 1 ms pulse containing 2820 bunches, corresponding to an approximately 300 km
long bunch train. To keep the damping ring length reasonable, the bunch train has to
be stored in a compressed mode with a much smaller bunch spacing than in the rest of
the accelerator. Consequently each bunch has to be individually injected and ejected.
The ring length is then given by the bandwidth of the injection and extraction system.
A bandwidth of 50 MHz (bunch spacing of 20 ns) requires a ring length of 17 km. To
avoid the cost for an additional 17 km of ring tunnel, most of the damping ring will
be in the form of straight sections installed in the linac tunnel [1]. Short return arcs
requiring additional tunnels provide about 12 % of the circumference.

The ring energy is 5 GeV; this is a compromise between the need for higher energy
to reduce space charge effects (see section 5.3.1) and damping wiggler costs, and a
preferable lower energy which reduces the RF power needs and eases the design of the
damping ring arcs.

The design of low emittance arcs with sufficiently high bending fields to provide
enough damping becomes increasingly difficult at higher energies: thus the majority of
the damping (95%) is supplied by long damping wigglers. The final extracted transverse
emittance (εf ) is given by

εf = εeq + (εf − εeq)e−2T/τD

where εi and εeq are the initial (injected) emittance and the equilibrium emittance
respectively, τD is the damping time and T is the storage time (200 ms). The initial
normalised positron emittance is 0.01 m, and ∼7 damping times (28 ms) are required to
achieve the final design normalised emittance of 2×10−8 m. The injected electron beam
— having been produced by a photoinjector as opposed to a target — has a much better
beam quality (γεi ≈ 10−5 m), and only requires 4 damping times. This provides an
opportunity for cost saving by reducing the amount of wiggler in the straight sections,
and subsequently reducing the RF power needs.
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Energy E 5 GeV
Circumference C 17 km
Hor. extracted emittance γεx 8× 10−6 m
Ver. extracted emittance γεy 0.02× 10−6 m
Injected emittance γεx(y) 0.01 m (10−5 m)
Number of damping times nτ 7.2 (4.0 )
Cycle time Tc 0.2 s
Damping time τd 28 ms (50 ms)
Number of bunches nb 2820
Bunch spacing ∆τb 20× 10−9 s
Number of particles per bunch Ne 2.0× 1010

Current 160 mA
Energy loss/turn 21 MeV (12 MeV)
Total radiated power 3.2 MW (1.8 MW)
Tunes Qx, Qy 72.28 , 44.18
Chromaticities ξx, ξy −125 , −68
Momentum compaction αc 0.12× 10−3

Equilibrium bunch length σz 6 mm
Equilibrium momentum spread σp/P0 0.13 % (0.1 %)
Transverse acceptance Ax|y 0.05 m (0.012 m)
Momentum acceptance Ap 1 % (0.5 %)

Table 5.1.1: Parameters for the TESLA positron damping ring. Where different, values
for the electron damping ring are given in parentheses.

A summary of the main parameters of the damping ring is given in table 5.1.1.
Figure 5.1.1 shows a sketch of the positron damping ring, with the long straight section,
injection/ejection sections, wigglers, and RF placed in the main linac tunnel. Slight
modifications of the arc geometry would allow the wiggler to be placed in the arc
tunnel.

injection

ejection

straight sectionRF wiggler wiggler

arc arc

e  to IP+

LINAC tunnel

Figure 5.1.1: Conceptual layout of the positron damping ring. The electron ring is similar
with the exception that the injection point is located close to the indicated ejection position
at the beginning of the linac.
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The damping ring lattice can be divided into three separate parts:

• the arcs;

• the wiggler sections; and

• the long straight sections in the linac tunnel.

The optics of each of these sections will be described in section 5.2. The investigation
of beam dynamics, including space charge effects, dynamic aperture and tolerances,
is summarised in section 5.3. Collective effects are discussed following the description
of the RF system in section 5.4. Some aspects of the injection and ejection kicker
system and basic timing requirements are covered in section 5.5. A summary of the
technical layout including detailed drawings of the magnets and vacuum system is
given in section 5.6; it also includes the layout of the arc tunnel and a summary of the
infrastructure needs of the damping ring.

5.2 Lattice Layout and Optics

5.2.1 Arc lattice

The arc lattice is designed as a minimum emittance cell with a 6 ◦ dipole flanked
by quadrupole doublets, allowing the phase advance to be changed if desired. The
drift space between the two outer focusing quadrupoles provides space for the focusing
sextupole at the point of highest horizontal dispersion and β-function. In order to
achieve a reasonable bunch length (6 mm), the dipoles are made long (9 m) to increase
the momentum compaction factor. The resulting cell length is 15.2 m. In addition, the
relatively large cell length results in larger dispersion and β-functions, which reduces
the sextupole strength [3].

Figure 5.2.1 shows the optical functions and the geometry of one arc cell. Table
5.2.1 summarises the parameters of the damping ring arcs.

Cell length 15.2 m
Cell phase advance µx/2π, µy/2π 0.4 ,0.1
Total number of cells 100
Length of one arc 950 m
Total chromaticity contribution ξx, ξy −90 , −35
Total energy loss contribution 1.1 MeV/turn
Total horizontal emittance contribution 2.0× 10−6 m

Table 5.2.1: Arc parameters.
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Figure 5.2.1: Upper plot: horizontal (black), vertical (red) β-functions and horizontal
dispersion (green). Lower plot: arc cell geometry showing the location of dipoles (green),
quadrupoles (blue) and sextupoles (red).

5.2.2 Straight section

The long straight section consists of FODO cells of approximately 100 m length with
a phase advance of µx,y/2π = 0.125. The choice of both length and phase advance is a
compromise between the need to keep the magnet apertures small (smaller β-functions),
and a small contribution to the overall chromaticity of the ring (larger β-functions).

The TESLA tunnel follows the curvature of the earth, and thus the straight sections
require vertical bending. The emittance contribution of the vertical bending magnets
is negligible, but care has to be taken to have no vertical dispersion in the wiggler and
arc sections.

Cell length 100 m
Cell phase advance µx/2π, µy/2π 0.125, 0.125
Total number of cells 140
Chromaticity contribution ξx, ξy −18, −18

Table 5.2.2: Parameters for the damping ring straight sections.
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Cell length 12.2 m
Cell phase advance µx/2π, µy/2π 0.075 . . . 0.3, 0.125
Cell chromaticity ξx, ξy –0.05 . . . –0.32, –0.14 . . . –0.28
Maximum vertical beta 18 . . . 28 m
Energy loss contribution 19.1 MeV/turn
Radiated power (160 mA) 3 MW

Permanent Electro-
magnet magnet

Total number of cells 45 36
Horizontal emittance contribution (7.8 . . . 2.5)×10−6 m (20.7 . . . 6.5)×10−6 m

Table 5.2.3: Wiggler section parameters for both electromagnet and permanent magnet
designs.

5.2.3 Wiggler cell

To achieve the desired (positron) damping time of 28 ms, the wigglers have to provide
a total second field integral

∫
B2dl ≈ 605 T2m. Wiggler designs based on electromag-

nets [2] and permanent magnets [4] have been studied. The basic parameters of the
wigglers are given in table 5.6.2. The wigglers can be embedded in either a FODO or
triplet focusing lattice, depending on the wiggler length and gap. The final extracted
horizontal emittance can be adjusted by changing the average horizontal β-function.

5.3 Beam Dynamics

5.3.1 Space charge effects

The direct space charge force is the collective force of all the particles in the bunch
acting on one particle. It is proportional to the particle density in the bunch. The
space charge force causes a shift in each particle’s tune, leading to an incoherent tune
spread within the bunch. With the nominal damping ring parameters the maximum
vertical space charge tune shift before ejection (when the beam is smallest) is ∆Qy ≈
0.23; this relatively large value results primarily from the unusually large ratio of ring
circumference to energy, and is one of the reasons for preferring a higher ring energy.

The effect of the large incoherent tune spread has been simulated with the computer
code MAD [5], including an extension which simulates the non-linear space charge kicks
at each element in the ring [6]. The results suggest that a maximum tune shift of 0.1
is tolerable [7], and hence a reduction of more than a factor of two is required.

Because the long straight sections account for ∼90% of the ring circumference, they
are also responsible for the major part of the space charge effects: thus increasing the
transverse beam size (i.e. decreasing the charge density) in the straight sections can
significantly reduce the incoherent tune shift. Full local transverse coupling in the
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with an initial energy offset ∆p/p and an an initial amplitude corresponding to the nomi-
nal vertical emittance. Left: average relative change of vertical action variable (invariant
amplitude squared) Right: change of vertical tune.

straight sections (ε̃x = ε̃y = εx/2, where ε̃x,y are the projected emittances) can reduce
the vertical space charge tune shift by as much as a factor of five. The local coupling
is provided by two skew-quadrupole insertions placed at the beginning and end of each
section.

The effect of the coupling insertion on the beam has been simulated with tracking
calculations including space charge forces. The phase and amplitude of a particle
was recorded turn by turn under various conditions. The test particle had an initial
fractional tune of νy = 0.27.

The results for various initial energy offsets (∆p/p) are shown in figure 5.3.1. With
no coupling insertion, the maximum tune (figure 5.3.1 right) shift for the synchronous
particle in the centre of the bunch is 0.21 , and the amplitude (figure 5.3.1 left) shows
a marked increase when crossing resonances. The coupling insertion reduces the max-
imum tune shift to 0.035 , and suppresses the amplitude growth. Figure 5.3.1 also
indicates that at a maximum tune shift of 0.1 (corresponding to a four times smaller
horizontal emittance) only small amplitude growth is observed.

5.3.2 Dynamic acceptance

The dynamic acceptance of the damping ring has been investigated with particle track-
ing including synchrotron oscillations. Random offsets and roll angles have been given
to sextupoles and quadrupoles to simulate realistic optics deviations and coupling.
The wiggler has been simulated by an array of hard-edge dipole magnets. The phys-
ical aperture of the ring has been simulated in the tracking by applying a maximum
transverse amplitude limit.
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Figure 5.3.2: Dynamic acceptance of the damping ring. The simulations include
quadrupole and sextupole alignment errors which result in an average emittance coupling
of 1 %, and the real physical aperture as the maximum amplitude limit. The phase space
volume of the incoming beam as defined by acceptance of the positron pre-accelerator (see
section 4.4) is also shown.

The dominant source of non-linear beam dynamics are the strong sextupoles in the
damping ring arcs; these sextupoles have to provide the chromaticity correction for the
complete ring. Multipole errors of the ring magnets can be kept small (≤ 10−3 of the
design field) by proper design and manufacturing procedures. Sets of particles with
various initial ratios of their horizontal and vertical emittances have been tracked over
512 turns (roughly 1 damping time). Two chromatic sextupole families and a second-
order dispersion suppressor (to reduces the second-order dispersion in the straight
sections) were applied. The results are plotted in figure 5.3.2. The dynamic acceptance
achieved is sufficient to accommodate the injected positron beam.

5.3.3 Tolerances

The TESLA damping ring requires a small emittance ratio of 0.2 % at extraction. This
ratio has been achieved in present day synchrotron radiation sources and collider rings
[8, 9, 10]. Tight alignment tolerances and a high resolution orbit measurement system
are crucial.

Vertical emittance is generated through betatron coupling and residual vertical
dispersion. Betatron coupling can be reduced with the help of skew-quadrupoles. Min-
imising spurious vertical dispersion in the wigglers is especially important: here the
vertical rms dispersion has to be corrected to the 1 mm level. An algorithm which
performs a simultaneous orbit and dispersion correction has been studied. The simu-
lations included alignment errors assigned to all machine elements (as summarised in
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Transverse position of elements 0.1 mm
Roll angle 0.2 mrad
BPM resolution 0.01 mm
BPM resolution wiggler section (averaging mode) 0.001 mm

Table 5.3.1: Alignment tolerances for the damping ring.

table 5.3.1). Successive steps of the correction algorithm were applied until no further
reduction of the residual rms orbit and dispersion were achieved. Studies using many
random error seeds showed that the required vertical emittance was obtained on aver-
age. Correcting the dispersion to the required 1 mm in the wiggler sections requires a
relative orbit measurement with a precision of ∼ 1µm. Beam position monitors (BPM)
with a resolution of 10µm will be used in the damping ring. For the high-precision
dispersion measurement the accuracy can be achieved by averaging.

The dispersion can also be corrected using empirical tuning of the vertical beam
size (emittance) with the appropriate dispersion generating orbit bumps; this method
has the advantage of not requiring an explicit measurement of the dispersion function.

An important concern is the orbit stability over various time scales. For long-term
stability a diffusion-like orbit drift caused by slow uncorrelated ground motion must
be taken into account. An orbit correction back to the ‘golden’ orbit is necessary every
few minutes to avoid unacceptable vertical emittance blow-up. For this task a BPM
resolution of 10µm is sufficient once the vertical emittance has been optimised (i.e. the
‘golden’ orbit established). On the short time scale the influence of time varying stray
fields in the long straight sections is a concern. With no active correction applied to the
orbit, the stray field amplitude has to be smaller than a µT. This is in contradiction
to measurements on the DESY site, where field amplitudes up to several µT have been
observed in typical accelerator environments. Thus a fast orbit feedback has to control
the resulting residual orbit in the wiggler and arc sections of the ring.

5.4 RF System and Collective Effects

5.4.1 RF system

The RF System of the damping ring is based upon the following main parameters:

RF Frequency: 500 MHz
Total RF peak voltage: 50 MV
Beam energy loss per turn: 20.3 MeV
Average beam current: 160 mA
Synchrotron radiation power: 3.2 MW

The RF system makes use of 12 superconducting (SC) cavities of the same type devel-
oped for CESR [11] and KEK-B [12], and is sketched in figure 5.4.1. Three 1.2 MW
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Figure 5.4.1: Damping ring RF system based on single cell SC cavities.

klystrons are used.
The SC cavities are single cell Niobium 500 MHz resonators, each housed in its own

liquid helium cryostat. Large diameter beam tubes permit the higher order modes
(HOMs) to propagate out of the cavities, where they are damped using dissipative
material applied to the inner surface of both beam tubes just outside the cryostat at
room temperature [13, 14]. Such HOM dampers have been very effective in CESR and
KEK-B, and can dissipate up to 10 kW of parasitic power. The quality factor (Q) of
the parasitic modes is reduced to a few hundred over the bandwidth 1–3 GHz.

As of writing, the achievable RF field in 500 MHz SC cells is very close to 15 MV/m
(i.e. 4.5 MV/cell). To reach these gradients requires high residual resistivity ratio
(RRR) Niobium, improved cavity heat treatment and operation at a temperature of
2 K. Twelve cavities would provide up to 54 MV. At 2 K, the cavity Q0 can be close to
1010. With R/Q = 45Ω per cell (R = V 2/2P ), the power loss per cell will be ≤ 30 W at
15 MV/m. The CESR cryostat design, which operates at 4.2 K, has to be re-designed
for 2 K operation, where static heat losses of 30 W should be achievable. The total
cooling power of 720 MW at 2 K will be provided by the main linac refrigerators.

The 3.2 MW required for the beam will be shared among the twelve cavities, and
the input RF power per coupler is therefore 270 kW; this is below the power handling
capability (in traveling wave mode) of RF windows already developed and tested at
other laboratories [12, 15]. Powerful klystrons (1.2 MW/cw at 500 MHz) are produced
by industry and operate routinely at KEK. With a klystron efficiency η ≈ 60 %, the
total power required by the RF is 6.5 MW.

The heat load for the conventional cooling is mainly the klystron tubes, and is
about 2.5 MW. Each cavity cryostat is equipped with a pair of 300 l/s vacuum ion
pumps. Two additional 60 l/s pumps are connected to the waveguide power coupler.

5.4.2 Coupled bunch instabilities

The longitudinal and transverse instability growth rates due to the higher-order modes
with Q-values of about 100 are of the same order or smaller than the damping rate:
therefore a broadband multibunch feedback system may not be necessary, or at least
would only require a small damping rate. Multibunch feedback systems with much
larger bandwidths than that required for the damping ring are nowadays in routine
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Operating frequency 500 MHz
Max RF cavity field 15 MV/m
Cell active length 0.3 m
Number of cavities 12
Total RF voltage 54 MV
RF-to-beam power 3.2 MW
RF cell R/Q 45 Ω
Q0 at 2 K ≤ 1010

Power loss/cell ≤ 30 W
Power per coupler 270 kW
Input coupler Qext 1.1× 106

Klystron power 1.2 MW
No. of klystrons 3
Primary power for RF 6.5 MW
Cryostat static losses ≤ 30 W
Cryo-power per cavity ≤ 60 W
Total power at 2 K ≤ 720 W
Water cooling dissipation 2.5 MW

Table 5.4.1: Damping ring RF system parameters.

operation in high-current storage rings.

In the transverse plane, coupled bunch instabilities are also strongly driven by the
resistive wall effect of the vacuum chamber. The transverse resistive wall impedance
of the aluminium vacuum chamber yields ≈ 3200 MΩ for the mode number which is
equal to the integer part of the transverse tune. This mode gives the largest growth
rate of ≈ 2000 s−1. The instability is easily damped with a low-bandwidth feedback.

The interaction of a train of electron bunches with an ion cloud can give rise to
a fast single pass coupled bunch instability (Fast Beam Ion Instability [16]). The ion
production rate can be estimated based on the residual gas properties and yields upper
limits for the allowable vacuum pressure. Computer simulations have shown that the
instability is avoided at a nitrogen equivalent pressure of PN2 ≈ 10−9 mbar [17].

Positron bunches interact with photo-electrons [18, 19, 22]. The creation of elec-
tron clouds depends on many parameters, for example: vacuum chamber design and
material; external fields; residual gas properties. Electron cloud instabilities have been
observed in modern high-current positron storage rings, and can be cured by weak
external magnetic fields which confine the photo-electrons to the vacuum chamber sur-
face. The impact of the electron cloud instability on the positron damping ring needs
to be investigated in more detail.
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Figure 5.4.2: Bunch length and energy spread as a function of the number of particles
within the bunch. Tracking calculations and Haissinski equation solution are based on the
impedance model described in table 5.4.2.

Z||/n k||
mΩ V/pC

RF cavities 2.0 8.8
Resistive wall 5.4 8.9

Non-inductive
Kickers ≈ 17 ≈ 39
Total ≈ 25 ≈ 57
Bellows ≈ 11 ≈ 3.4
BPMs ≈ 12.5 ≈ 1.7

Inductive
Other components ≈ 5 ≈ 1.5
Total ≈ 28.5 ≈ 6.6

All components ≈ 64

Table 5.4.2: Contributions to the longitudinal broadband impedance. Z||/n is the longitu-
dinal impedance divided by the mode number n, and k|| the longitudinal loss factor.

5.4.3 Single bunch effects

The longitudinal single bunch dynamic is influenced by the wakefields generated in the
various ring components. Estimates of the different contributions to the impedance
budget are given in table 5.4.2.

The effective broadband impedance of the damping ring vacuum system is 25 mΩ,
which is below the microwave instability threshold [20] of 61 mΩ. The purely inductive
part of the impedance does not contribute to the microwave instability but can lead
to bunch lengthening. Tracking calculations in the longitudinal phase space [21] show
a bunch lengthening of up to 5 % for an initial bunch length of 6 mm and 2.0× 1010

particles per bunch (see figure 5.4.2). The energy spread stays constant, indicating the
absence of an instability.
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The transverse broadband impedance can give rise to the mode-coupling instability.
Estimations of the instability threshold and the impedance contributions show that this
is of no concern for the damping ring [22].

5.5 Injection and Extraction System

5.5.1 Kicker

The damping ring injection/extraction scheme requires a kicker system with a band-
width of 50 MHz. The kick strength for both injection and ejection is θ ≈ 0.6 mrad or∫
Bdl ≈ 0.01 Tm at 5 GeV and βkicker = 50 m. To ensure an ejected beam stability of

< 0.1σx, the amplitude stability of the kicker system has to be 7× 10−6 Tm for both the
maximum deflection and the remaining ripple after the kicker pulse; this corresponds
to a relative stability of 7× 10−4 at maximum deflection. Reduction of the relative
stability requirement cannot be achieved using (for example) an orbit bump at the
ejection septum, since the full aperture of the machine is required for the undamped
bunches1.

A traveling wave kicker showing the required time response has been built and
successfully tested [23]. Other concepts like C-yoke kickers around either a sputtered
ceramic vacuum chamber or a stripe chamber are under consideration. The necessary
pulser technology exists and tests will be performed in 2002. Depending on the chosen
kicker/pulser technology, 20–40 kickers are required per ring.

5.5.2 Timing

The timing scheme for the positron damping ring is primarily constrained by the fact
that the electron bunches are used to generate the positrons. For the nth 5 Hz pulse, the
electron bunches generate the corresponding positron bunches for the next (n+1) pulse:
these bunches must be stored in the damping ring, and are injected into the empty
bucket created when the corresponding positron bunch for the nth pulse was extracted.
This free bucket in the damping ring train must therefore perform 1.5 turns, before
being filled again with a new (undamped) bunch.

The positron production scheme leads to the following constraints for the damping
ring design and overall collider layout [24]:

• the damping ring circumference, injection position, and harmonic number are
fixed;

• the longitudinal position of the main e+e− interaction region and the optional
second interaction region can only differ by an integer number of half the linac
bunch spacing (∼50 m);

• any gap in the damping ring fill (for ion clearing) will be transferred into missing
bunches in the linac bunch train.

1Damped and undamped bunches are simultaneously present in the ring.
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5.6 Technical Layout

5.6.1 Magnets

The damping ring uses conventional water cooled magnets. The main parameters and
the number of magnets for each family of the two arcs, wiggler sections and long straight
sections of a single damping ring are listed in table 5.6.1. A laminated yoke for both
dipoles and multipoles has been foreseen. Bending dipoles and steering magnets have
C-shaped cross-sections, while multipole magnets can be split in half to allow easy
assembly of the vacuum chamber. The coils have been designed to minimise the power
dissipation by keeping the current densities below 2.5 A/mm2. Figure 5.6.1 shows a
bending magnet while figure 5.6.2 shows a typical quadrupole and sextupole. Two-
dimensional codes for basic dimensioning of all the magnets have been used: however
the design of the pole profiles needs further optimisation to minimise the non-linear
magnetic fields. The mechanical length of each type of magnet has been scaled from
experience. Detailed three-dimensional simulations must be performed to set the final
dimensions.

Special girders, where magnets, vacuum chambers and pumps, etc. are assembled
and carefully aligned outside the tunnel, have been designed to reduce the installation
time inside the tunnel.

Two alternative designs for the damping wigglers have been studied: permanent
magnet [4] and electromagnetic technology. A schematic view of the permanent magnet
wiggler is shown in figure 5.6.3; its advantages are compact size and low operating costs.
On the other hand, an electromagnetic wiggler is tunable and less sensitive to radiation
damage. The specific design of the electromagnetic wiggler magnet is shown in figure
5.6.4. Due to cost and space constraints, the maximum current density is limited
to 8.6 A/mm2. The power requirements for the electromagnetic wiggler is 6.8 MW,
corresponding to 85 % of the total power required by all the magnets. Therefore the
permanent magnet wiggler has been chosen as the reference design for the damping ring.
Radiation damage will be avoided by means of collimation and an active protection
system.

Figure 5.6.1: Bending magnet.
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Bending Quantity Mag. Defl. Mag. Gap Ampere Power/
magnets length angle field turns magnet

[m] [deg] [T] [mm] [A] [W]
216 4.5 3 0.194 40 6176 2557

Quadrupoles Quantity Mag. Max. Bore Ampere Power/
length gradient radius turns/pole magnet

[m] [T/m] [mm] [A] [W]
Arc 456 0.2 21.7 24 4973 631
Arc match 38 0.3 10.3 24 2361 258
Wiggler 70 0.2 14.2 18 3254 270
Wiggler match 16 0.4 10.9 28 3400 270
Long straight 269 0.2 7.5 52 8070 1085

Sextupoles Quantity Mag. Max. Bore Ampere Power/
length gradient radius turns/pole magnet

[m] [ T/m2] [mm] [A] [W]
SF 204 0.3 101.7 24 187 46
SDA 96 0.4 130.1 24 240 78
SDB 12 0.2 130.1 24 240 43

Steering Quantity Mag. Nom. Gap Ampere Power/
magnets length field turns magnet

[m] [T] [mm] [A] [W]
Arc, wiggler 360 0.1 0.08 120 8620 190
Long straight 269 0.1 0.003 105 288 2

Table 5.6.1: Damping ring magnet parameters.

Wigglers Quantity Period # Max. Gap Ampere Power/
length of Field

R
B2dl

L turns/ magnet
[mm] periods [T]

[
T2m

m

]
[mm] pole [A] [W]

Electro-
magnetic

72 550 8 1.8 2.1 25 20500 94000

Permanent
magnet

90 400 12 1.67 1.37 25

Table 5.6.2: Wiggler magnet parameters for both the electromagnetic and permanent mag-
net wiggler.
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Figure 5.6.2: Typical quadrupole magnet (left) and sextupole magnet (right).

beam

Figure 5.6.3: Partial view of the permanent magnet wiggler. The permanent magnet
material is drawn in blue and the iron poles and yoke in magenta. The side yoke plates
which enclose the whole structure are not shown.

Figure 5.6.4: Electromagnetic wiggler.
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5.6.2 Vacuum system

The vacuum system has been designed to achieve a mean pressure inside the vacuum
chamber of ∼10−8 mbar in the arc sections, and ∼10−9 mbar in the long straight sec-
tions.

5.6.2.1 Residual gas sources

The residual gas inside the vacuum chamber has a contribution from two sources:
thermal out-gassing and synchrotron radiation photo-desorption. The thermal out-
gassing contribution is proportional to the inner surface of the vacuum chamber and
strongly depends on the surface condition and treatment. A reasonable estimate of the
thermal gas load is in the range from 10−10 to 10−11 mbar l/s cm2 for a well cleaned
surface. The synchrotron radiation photo-desorption contribution is proportional to
the photon flux emitted by the particle beam, and is a function of the beam dose.

The synchrotron radiation properties of the dipole and wiggler are given in table
5.6.3. After a beam dose of about 50 Ah, it is reasonable to consider a desorption
coefficient of about 3× 10−6 molecules per photon. The total gas load contributions
are given in table 5.6.4.

Dipole Wiggler

Photon flux at 160 mA 5.4× 1018 3× 1019 photons/magnet/s
Synchrotron radiation power 860 34 kW/magnet
Maximum surface power density 190 1 kW/mm2

Table 5.6.3: Synchrotron radiation properties for dipoles and wigglers.

Thermal 6× 10−4 mbar l/s
Dipole 1.3× 10−4 mbar l/s
Wiggler 1.2× 10−4 mbar l/s

Table 5.6.4: Contributions to the total gas load.

5.6.2.2 Vacuum chamber

The vacuum chamber in the bending magnets (see figure 5.6.5) accommodates a dis-
tributed pumping system. A suitable RF screen will be used to separate the beam
channel from the pumping chamber. A cooling channel is present to remove the syn-
chrotron radiation power load. In the straight sections between dipoles, the vacuum
chamber is circular with a cooling channel on one side (see figure 5.6.5). In the two
7 km long straight sections the vacuum chamber is essentially a pipe of 100 mm outside
diameter and 2 mm thickness, and no cooling is needed. In the wiggler sections, the
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vacuum chamber has a central beam channel and two ante-chambers (see figure 5.6.6),
where the synchrotron radiation fan travels before being stopped by absorbers. The
vacuum chamber inside the quadrupole has a cross section as shown in figure 5.6.6.
Downstream of each wiggler is a water cooled synchrotron radiation absorber with a
pumping station, as shown in figure 5.6.7. All vacuum chambers are constructed from
an aluminium alloy.

Figure 5.6.5: Dipole vacuum chamber with distributed ion pump (left), and quadrupole
vacuum chamber (right).

Figure 5.6.6: Wiggler vacuum chamber with ante-chamber (left), and wiggler cell
quadrupole vacuum chamber (right).

Figure 5.6.7: Synchrotron radiation absorber.
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Figure 5.6.8: Typical pumping station.

5.6.2.3 Vacuum pumps

Table 5.6.5 lists the pumps required for the damping ring. The lumped vacuum pumps
are connected to the chamber by means of a special RF-screened vacuum port (figure
5.6.8). The section has two flanges to connect the pump and a vacuum gauge, and a
third flange which connects to a valve used during pump down.

Location Quantity Item Pumping rate [l/s]

216 distributed sputter ion pumps 190
Arcs 368 lumped sputter ion pumps 120
Wigglers 72 lumped sputter ion pumps 400
RF cavities 24 lumped sputter ion pumps 400

1876 titanium sublimation pumps 1000
Long Straights 1876 lumped sputter ion pumps 60

Table 5.6.5: Required pump installation.

5.6.2.4 Bellows

Installed on the arc vacuum chambers are 662 bellows with a 43 mm inside diameter.
The vacuum chamber for the long straight sections contains 1876 bellows with a 96 mm
inside diameter (see figure 5.6.9). Each bellow is provided with a sliding contact RF
screen.
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Figure 5.6.9: RF screened bellows.

5.6.2.5 Gate valves

Electro-pneumatic all-metal gate valves with RF contact are used to section the vacuum
chamber. The number, type and location of the valves are given in table 5.6.6.

Location Quantity Item

Arcs 30 electro-pneumatic gate valves DN 63 with RF contact
Long Straight 60 electro-pneumatic gate valves DN 100 with RF contact
RF section 6 electro-pneumatic gate valves DN 200 with RF contact

Table 5.6.6: Location, type and number of vacuum valves required.

5.6.3 Infrastructure

5.6.3.1 Arc tunnel layout

The damping ring arc is located in a tunnel with 3 m inner diameter (see figure 5.6.10).
This tunnel is connected at two positions to the main linac tunnel.

Each arc is equipped with a monorail transportation system capable of transport-
ing material, components and people as shown in figure 5.6.10. The components are
directly hung on the rail axis while people and generic materials can be carried on a
trolley running on the tunnel side-walk. The system is powered by sliding contacts at
400 V. The main characteristics of the transportation system are:

Velocity: 5–50 m/min
Monorail loading capacity: 10 t (5 t per crane)
Trolley loading capacity: 4 people plus 1500 kg
Transversal stroke: ±100 mm on the tunnel axis

Additional infrastructure in the arcs consists of:

• a compressed air distribution line running along the whole arc;
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Figure 5.6.10: Arc tunnel cross section.

• a fire detection and extinguishing system;

• normal and emergency lighting, and an optical video circuit;

• a ventilation and air extraction system.

5.6.3.2 Electrical services and cooling systems

The electrical power needs for the damping rings are summarised in table 5.6.7, while
the conventional cooling system requirements are summarised in table 5.6.8 (the cooling
capacity of 720 MW for the superconducting RF cavities will be provided by the main
linac refrigerators). More detailed information can be found in sections 8.4 and 8.5.
The electron damping ring needs less damping (see section 5.1), i.e. the total power loss
due to synchrotron radiation is smaller. Consequently the electric power consumption
of the RF system and the cooling capacity are reduced.
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Positron ring Electron ring

RF klystrons 6.5 MW 4.3 MW
Magnet power supplies 2.0 MW
Other systems 0.5 MW
Total 9.0 MW 6.8 MW

Table 5.6.7: Electrical power needs of damping ring systems.

Positron ring Electron ring

RF klystrons 3.3 MW 2.2 MW
Synchrotron radiation 3.2 MW 2.1 MW
Magnets and power supplies 2.0 MW
Total 8.5 MW 6.3 MW

Table 5.6.8: Cooling capacity for damping rings.
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6 Bunch Compressor and Transfer to Main
Linac

6.1 Introduction

The equilibrium bunch length in the damping ring (DR) is 6 mm, too long by an order
of magnitude for optimum collider performance (σz = 0.3 mm). Hence the bunch must
be compressed longitudinally by a factor of ∼20 before being injected into the main
linac.

Compression is achieved by introducing an energy-position correlation along the
bunch length using an RF section, followed by a dispersive beamline with an energy
dependent path length: in this way, the tail of the bunch can be made to follow a shorter
path than the head, and the bunch becomes shorter. For the dispersive (compressing)
beamline, a simple wiggler chicane will be used.

In addition to the bunch compressor, the ring-to-linac transfer line also includes
the following sections:

Spin rotator The particle spin orientation in the damping ring must be vertical to
preserve the polarisation. To adjust the spin vector to the required orientation
at the collision point, a so-called spin rotator is required. The system consists of
a combination of dipole and superconducting solenoid magnets.

Coupling correction section The large horizontal to vertical emittance ratio requires
a high degree of betatron coupling control. A section containing skew-quadrupoles
provides a sufficient empirical correction of the cross-plane coupling.

Diagnostic and collimation section The transfer line includes a diagnostic section
which allows continuous monitoring of the beam phase space. The diagnostics
serve as a quality control for the complete injection system. For commissioning
and tune up a beam dump downstream of the diagnostic section is foreseen. The
section also contains the collimators which remove the beam halo before injection
into the main linac, decreasing the particle flux at the post-linac collimation
system in the beam delivery section, and protecting the accelerating structures
in the linac.

Fifteen-degree arc Before injection into the main linac, the TESLA tunnel bends 15◦

with a 500 meter radius. An achromatic optics is required to transport the large
energy spread in the beam (∼3% rms), without causing significant transverse
emittance growth.
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horizontal emittance γεx 8× 10−6 m
vertical emittance γεy 0.02× 10−6 m
initial bunch length σzi 6× 10−3 m
initial energy spread σδi 0.13 %
beam energy E0 5 GeV
final bunch length σzf 0.3× 10−3 m
final energy spread σδf 2.7 %
compression ratio 20

Table 6.2.1: Beam parameters before and after the TESLA bunch compressor.

6.2 Bunch Compressor

A detailed description of the bunch compressor can be found in [1]. Here only a brief
overview is given.

The first stage of bunch compression is to introduce a longitudinally correlated
energy spread in the bunch; this is accomplished by injecting the bunch into an accel-
erating section at a phase close to the zero-crossing of the RF waveform. The bunch
is then compressed by transporting it through a dispersive section, constructed from a
series of magnetic chicanes, which provides the necessary path length dependence on
energy.

From the conservation of longitudinal emittance, we can immediately write down
the final relative (rms) energy spread (σδf , δ ≡ ∆p/p) of the beam:

σδf = σδi ·
σzi
σzf

,

where σzi is the initial (DR) bunch length, σzf the final (compressed) bunch length,
and σδi the initial (DR) rms relative energy spread. Hence the RF must increase the
energy spread of the bunch by the same factor as the bunch is compressed (∼20).

The change in path length (∆l) with energy due to a dispersive beamline is normally
expressed as a series expansion:

∆l = R56δ + T566δ
2 + ...

For the coefficients we adopt the matrix convention defined in [2]. For small δ, we
can use the linear approximation. For a given bunch compression and associated final
energy spread, the required R56 is given by

R56 =

√
σ2
zi
− σ2

zf

σδf
.

For a linear compressor, a coefficient R56 ≈ 0.22 m would be required. The basic
parameters for the TESLA bunch compressor are given in table 6.2.1 [1].



6.2 Bunch Compressor II-161

0.0 20.
�

40.
�

60.
�

80. 100.
s [m]

10.

15.

20.
�

25.
�

30.
�

35.
�

40.

45.

50.
�β

�
 [m]

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5 Dx�β x� β y� D x�

-1

0
	

1
x [m]�

: Bending Magnets , : Focusing, Defocusing Quadrupole Magnets

[m]

Figure 6.2.1: Optical functions and floor plan of the wiggler bunch compressor: horizontal
(black) and vertical (red) betatron function and horizontal dispersion (green).

The large rms energy spread of ∼ 3% in the magnetic compression section means
that the non-linear terms in the path length (T566) can no longer be ignored. The δ2

term causes a non-linear deformation of the phase space during compression, which
increases the final bunch length. A useful figure of merit is the ratio r = T566/R56,
which ideally should be made as small as possible.

In addition to the above considerations, the compressor system must not cause any
significant transverse emittance growth. There are two mechanisms by which emittance
growth can occur:

• chromatic aberrations — most notably non-linear dispersive effects in the hori-
zontal plane — which must be made small owing to the 3% energy spread in the
beam;

• the effects of coherent and incoherent synchrotron radiation (CSR and SR re-
spectively), which constrain the strength of the bending magnets and the overall
length of the system.

Figure 6.2.1 shows the magnetic wiggler system for the compressor. It consists of
bending magnet chicanes (wiggler type) embedded in a FODO structure. No additional
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Figure 6.2.2: Accelerating phase (upper left), longitudinal dispersion R56 (upper right), fi-
nal energy spread (lower left), and effective accelerating voltage (lower right) as a function
of r = T566/R56. The final bunch length is 300µm.

optical elements are included between the bending magnets of each individual wiggler
section. As a result, the dispersion is zero at every quadrupole, and no higher-order
dispersion is generated.

The disadvantage of a wiggler-based system is that the ratio r is fundamentally
fixed at a value of ≈ −3/2, and cannot be influenced by the design parameters. For an
energy spread of 3% the value is too large to be left uncorrected, since the non-linear
effects would significantly increase the final bunch length.

To compensate the effect of the δ2 term, we use the curvature of the RF in the
upstream accelerator section. By adjusting the phase of the bunch away from the zero-
crossing of the RF (i.e. away from the linear slope), a non-linear energy correlation
along the bunch length can be introduced. By a careful choice of parameters, this
correlation can offset the effects of the non-linear path length in the wiggler section
(to second-order in δ). Figure 6.2.2 shows the accelerating phase, gradient, and R56

necessary to cancel the second-order terms for various ratios r = T566/R56. For a
negative value of r as we have here, the beam has to be decelerated on average to
achieve the desired correction. Details of the compensation scheme can be found in
[1, 3, 4].

The parameters for the wiggler-based compressor are presented in the table 6.2.2.
The required peak voltage of the RF before the wiggler is 890 MV at a phase φ =



6.2 Bunch Compressor II-163

longitudinal dispersion R56 0.215 m
final energy spread σδf 2.8 %
total RF voltage VRF 890 MV
RF phase angle φRF 113 ◦

total chicane length 86.4 m
SR induced emittance growth ∆εx/εx0 0.02%

Table 6.2.2: Basic parameters of the wiggler bunch compressor.
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Figure 6.2.3: Longitudinal phase space before (blue) and after (red) the bunch compressor.

113◦; this voltage will be provided by three TESLA accelerating modules with an
average gradient of 23.8 MV/m. The average energy loss is 0.4 GeV which has to be
compensated by two additional accelerating modules. The optimised value of R56 =
0.215 m reflects a small change from the previous value of 0.22 m due to the non-linear
compensation scheme. The total length of the bunch compressor (including three
accelerating modules) is ≈ 140 m. The maximum deviation from the central axis is
0.3 m, which should fit easily into the main linac tunnel.

To check the performance of the compressor, six-dimensional particle tracking using
the code MAD[5] was performed. Figure 6.2.3 shows the longitudinal phase space
before and after the bunch compressor. No significant transverse emittance growth
was observed.
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Figure 6.2.4: TraFiC4-calculation of emittance growth due to Coherent Synchrotron Ra-
diation effects. Shown are horizontal phase space and projections (red lines/dots: with
CSR, blue lines/dots: without CSR). Upper left: horizontal phase space with longitudinal
bunch slice centres and 1σ-ellipses. Upper right: projection of particle angles. Lower left:
projection of particle positions.

As a final check on the wiggler performance, a calculation of emittance growth due to
Coherent Synchrotron Radiation (CSR) effects was made using the code TraFiC4[43].
CSR effects cause an emittance growth which is correlated along the bunch length
similar to single bunch wakefield effects in the linac. At the compressor exit, the
correlated normalised emittance is about 2.5 × 10−7 m, the uncorrelated emittance is
preserved and the projected emittance grows by less than 1%. Figure 6.2.4 shows the
horizontal phase space and its projections at the end of the compressor.

6.3 Spin Rotator

The spin rotation is constructed from superconducting solenoids and a normal conduct-
ing bend section (arc), located upstream of the bunch compressor. A system consisting
only of normal conducting vertical and horizontal bending magnets (a so-called ‘half-
serpent’ 90◦ spin rotator) is not an option for TESLA, since long dipoles (∼150 m)
would be required to reduce emittance growth due to synchrotron radiation [7, 8].
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longitudinal dispersion R56 0.005 m
maximum spin rotation in solenoid νsolenoid 90◦

total arc bend angle φ 8.0 ◦

spin rotation angle in the arc νarc 90◦

total length of rotator system Ltot 85m
SR induced emittance growth ∆εx/εx0 0.02%

Table 6.3.1: Basic spin rotator parameters.

Since the damped beam is flat (εy/εx � 1) the cross-plane coupling induced by the
solenoids must be compensated. This is achieved by a spin rotator unit constructed
from two identical superconducting solenoids, separated by a short beamline whose
(transverse) optics form a −I transformation; this effectively cancels the betatron
coupling, while the spin rotation of the two solenoids add. A single unit can rotate the
spin around the longitudinal axis by up to 90◦. The complete spin rotator is constructed
from three sections:

• an initial solenoid pair, which rotates the spin around the local longitudinal (z)
axis by ±90◦;

• a normal conducting horizontal arc, which further rotates the spin around the
vertical axis by 90◦; and

• a final solenoid pair, providing an additional rotation about the z-axis by ±90◦.

With the above combination of rotations, all possible spin orientations can be achieved.
The focusing effect of the solenoids is corrected with four matching quadrupoles per

paired solenoid section. The matching quadrupoles are positioned between the solenoid
sections and the central arc (see figure 6.5.1). With the solenoids at maximum field
strength, the chromatic emittance growth is ∼ 1% (σδi ≈ 0.13%). The parameters of
the spin rotator system are given in table 6.3.1.

6.4 Auxiliary Beamline Sections

6.4.1 Coupling correction section

In order to empirically correct anomalous cross-plane coupling due to either damping
ring extraction or spin rotator errors, a coupling correction section of the type proposed
in [9] is included. The system is constructed from four skew-quadrupoles with zero
nominal strength. The betatron phase advance between the first and second skew
quadrupoles, and the third and fourth skew-quadrupoles is ∆ψx = ∆ψy = π/2; the
second and third are separated by ∆ψx = π,∆ψy = π/2 such that the four skew
quadrupoles orthogonally control the four coupled correlations in the beam: 〈x′y〉,
〈xy′〉, 〈xy〉 and 〈x′y′〉. Using skew-quadrupoles with a length of 0.1 m, ±0.1 T pole-tip
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field and a 0.01 m pole-tip radius, a factor of about two in emittance increase can be
corrected per skew-quadrupole.

6.4.2 Diagnostic and collimation section

A wire-array emittance measurement station [9] is located downstream of the wiggler
section. The section is design to continuously monitor the matching and emittance
of the beam before being injected into the linac. A wire-array station is constructed
from a series of n FODO cells, with a profile monitor (wire1 scanner) located at each
vertically focusing quadrupole (β̂y). A minimum of n = 3 scanners are required to
uniquely determine the emittance of the beam. To add some statistical redundancy,
we choose n = 4. The optimal phase advance per cell is then given by π/n = π/4.

The nominal rms beam size at the monitors is 5µm vertically and 70µm horizon-
tally. A correctly matched beam is easily identified since the beam size (for a single
plane) is identical at each of the four wire scanners. The cross-plane coupling can
not be accurately determined using this system: however, by simply minimizing the
vertical emittance (flat beam) with the four skew-quadrupoles in the upstream cou-
pling correction section, all coupling can be corrected (with some iteration necessary
in extreme cases). A direct measurement of the coupled correlations in the beam can
be made by using six wire scanners with similar phase advances if necessary [9].

Transverse phase space collimation is obtained by placing four mechanical spoiler
pairs in a FODO lattice with appropriate phase advance. Energy collimation is done
in the fifteen-degree arc.

6.4.3 Fifteen-Degree Arc

The fifteen-degree arc is necessary to accommodate the special tunnel geometry re-
quired for the option of colliding TESLA bunches with HERA proton beams. The arc
is constructed from an achromatic lattice with an energy acceptance of ±10%. Strong
focusing, chromatic correction using sextupole magnets, and small cell length is needed
to prevent emittance growth. The bending magnets are vertically focusing (combined
function) to maintain sufficient dynamic aperture by reducing the vertical betatron
function. Figure 6.4.1 shows the optical functions of one achromatic cell. Figure 6.4.2
shows the results of tracking simulations for a beam with an energy spread of 3% rms.
The longitudinal dispersion R56 is small (0.002 m) and affects the bunch length by less
than 5%.

6.5 Beamline Geometry

Figure 6.5.1 shows the floor plan of the entire tunnel in the electron damping ring
extraction and injection region. The floor plan starts at the ‘500 MeV point’, where

1by wire we refer to either a mechanical wire device or a laser wire.
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Figure 6.4.1: Optical functions and floor plan of one achromatic arc cell. Dipoles are
green, quadrupoles blue and sextupole magnets are brown.

the various pre-accelerator linacs deliver the bunch trains for TESLA collider and FEL
operation to the 5 GeV electron injector linac (section 4.2).

At the exit of the injector linac, a horizontal dipole pulsed at 5 Hz1 deflects the
collider pulses into a vertical transfer line which then (horizontally) injects the beam
into the damping ring. The damping ring is situated about two meters above the main
linac axis.

After∼200 ms the beam is horizontally ejected from the damping ring, and deflected
down to the level of the main linac, where it is injected into the spin rotator and the
bunch compressor. This beamline runs parallel to the injector linac. Figure 6.5.2 shows
a cross-section of the tunnel. To allow a clear passage, the tunnel monorail (chapter
8) has to move to the side by 0.7 m in the area of the spin rotator.

After passing though the bunch compressor, diagnostics and collimation section
and fifteen-degree arc, a second 5 Hz pulsed dipole joins the trajectories of the collider
and FEL beams together before they are injected into the main linac.

The positron system is essentially the same as that described above. The geometry

1The injector linac runs at 10 Hz, alternately accelerating bunches for the collider and the FEL. Only
the beam for the collider is injected into the damping ring.
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Figure 6.4.2: Horizontal phase space before (blue) and after (red) tracking through the
fifteen-degree arc. The rms energy spread of the beam is 3%.

is simplified, however, since the positron injector linac is located at the opposite end
of the damping ring (at the high-energy end of the main linac). In addition, there is
no FEL beamline and the fifteen-degree arc is not needed.

6.6 Magnet and RF Systems Summary

The complete list of magnets and RF modules (and their specifications) for the entire
ring-to-linac transfer line is given in table 6.6.1.
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Figure 6.5.1: Floor plan, betatron functions and dispersion for the complete beamline. In
the floor plan, bending magnets are green, quadrupoles blue, RF cavities red and solenoid
magnets magenta. The damping ring components and those of the injector linac are
shaded in grey.
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Figure 6.5.2: Cross-section of the TESLA tunnel in the electron damping ring injec-
tion/ejection region, looking upstream towards the injector. The RF modules of the two
beam lines are interleaved (see figure 6.5.1).
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Bending Quantity Mag. Length Defl. Angle Mag. Field Gap
Magnets [m] [deg] [T] [mm]

horizontal dogleg 4 1.0 2 0.582 20
vertical dogleg 4 1.25 2.5 0.582 20

4 0.75 2 0.776 20
spin rotator

4 1.5 4 0.776 20
12 1.075 3.2 0.785 20

bunch compressor
6 2.15 6.4 0.785 20
16 3.0 0.9375 0.091 20

15 degree arc
with 2.5 T/m gradient

Quadrupoles Quantity Mag. Length Max. Gradient Bore
[m] [T/m] [mm]

170 0.2–0.4 25.0 20

Sextupoles Quantity Mag. Length Max. Gradient Bore
[m] [ T/m2] [mm]

15 degree arc 32 0.4 850 20

Solenoids Quantity Mag. Length Nom. Field Bore
[m] [T] [mm]

spin rotator 4 3.55 3.8 20

RF-Modules Quantity Number of Max. Gradient
Cavities [MV/m]

bunch compressor 3 12 23.8

Correctors Quantity Mag. Length Max. Defl. Max. Field Gap
[m] [deg] [T] [mm]

120 0.1 0.009 0.025 20

Table 6.6.1: Transfer line magnet parameters.
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7 Beam Delivery System

7.1 Introduction

The Beam Delivery System (BDS) transports the beams from the exit of the linacs
to the interaction point (IP), where they are brought into collision, and then safely
extracted and dumped in high-power beam dumps. The BDS serves several important
functions. It must:

• produce the necessary strong demagnification of the beams, resulting in the
550 nm×5 nm beam spots at the IP;

• maintain the beams in collision using active stabilisation (feedback);

• cleanly extract the strongly disrupted beams after the IP, and transport them to
high-power dumps;

• provide a high level of machine (and detector) protection, in the event of a linac
fault resulting in a beam with either a large energy error or a large orbit deviation
or both;

• provide collimation of large amplitude particles (the so-called beam halo) coming
out of the linac, which would cause significant background in the physics detector;

• provide diagnostics (emittance measurement) for the linac;

• include a switch-yard to separate the beamline serving the (optional) second
interaction region (IR).

In addition to the above, the electron BDS must also accommodate the undulator-based
positron source (section 4.3), which is located at the exit of the electron linac.

In this chapter, an overview of the TESLA BDS sub-systems is given. Many of
the basic concepts and design constraints have been covered in the original Conceptual
Design Report (CDR)[83]: since then, however, new concepts and philosophies have
been adopted, and the system described here is significantly different from the one
described in the CDR. The chapter is divided into seven sections which reflect the
primary functions of the BDS:

• Section 7.2 acts as an introduction to the entire system, covering the lattice,
optics, magnets and vacuum systems.



II-174 7 Beam Delivery System

• Section 7.3 covers the luminosity stability issues, with emphasis on the various
feedback systems that need to be implemented in order to achieve the required
high luminosity. Effects of vibration and ground motion are also discussed.

• Section 7.4 deals with the important considerations related to the IR (machine-
detector interface), and particular beam-beam effects.

• Section 7.5 gives an overview of the beam halo collimation system, which uses
mechanical spoilers to physically ‘scrape’ the halo particles off the beam. Machine
protection issues are also covered in this section.

• Section 7.6 discusses both the charged-particle spent-beam extraction system and
the beamstrahlung extraction system.

• Finally, section 7.7 covers the concept and design of the high-power main beam
dump.

The chapter is intended to be a comprehensive overview of the current design and
philosophy of the TESLA BDS: more detailed information on particular sub-systems
or components can be found in the supplied references.

7.2 Magnet Lattice and Optics

The following sections provide an overview of the main features of the primary e+e−

BDS up to the IP. The main extraction line system will be dealt with separately in
section 7.7.

7.2.1 Basic layout and geometry

The TESLA BDS for the primary e+e− IR is 3436 m in length (linac to linac). The
IR itself sits slightly off-centre, with the e− and e+ delivery systems being 1759 m and
1677 m in length respectively. The slight asymmetry is due to the undulator-based e+

source at the exit of the e− linac (see section 4.3). From the first bend magnet in the
switch-yard (section 7.2.2) both lattices are identical.

Figure 7.2.1 plots
√
βx,y and the dispersion function (Dx) for the BDS (e−). The

various modules which separate out the functionality of the BDS are clearly marked:

e+ source undulator Contains space for the e+ source undulator (section 7.2.2).

Switch-yard Arc A double bend achromat arc which acts as a switch to a second IR
and allows enough clearance for the e+ source photon target (section 7.2.2).

Magnetic Energy Spoiler (MES) A dispersive section containing non-linear elements
which ‘blow up’ the beam at the downstream energy collimator in the event of a
large energy error (section 7.2.3).
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Figure 7.2.1: Optics functions for the TESLA BDS (e−).
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Figure 7.2.2: Geometry of the primary e− BDS from linac to IP.

Momentum Collimation A point of high dispersion where the primary energy colli-
mator will be placed (section 7.2.3).

Collimation and Diagnostics Section (CDS) A repetitive lattice where a series of
spoilers and absorbers are used to collimate the beam halo. This section will also
support the primary emittance measurement station (section 7.2.4).

β-Match Matching from the CDS to the entrance (image point) of the Final Focus
System.

Final Focus System (FFS) A second-order achromatic telescope system which fo-
cuses the beam at the IP (section 7.2.5).

Figure 7.2.2 shows the geometry of the electron BDS, including the Fast Emergency
Extraction Line (FEXL, section 7.2.6), and an indication of the location of the positron
source system (section 4.3). The IP has a transverse offset with respect to the linac of
1.82 m, and the net bending angle is zero. Figure 7.2.3 shows the complete BDS layout
(linac to linac), including the optional second IR.

7.2.2 Positron source undulator and beam switch-yard

In the case of the e− BDS, the undulator for the e+ source is installed directly after
the linac. The matching from linac to undulator is designed to reduce the e− phase
space contribution to the total photon spot size at the target to less than one-fifth (a
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Figure 7.2.3: Geometry of the TESLA BDS, including the second IR.

necessary constraint for polarised e+ production). Details of the e+ source are covered
in section 4.3. The undulator increases the relative energy spread in the beam to about
0.15%, as compared to < 0.05% coming out of the linac; this increase has consequences
for the magnet stability tolerances and luminosity stabilisation (section 7.3).

Immediately after the undulator, the beam switch-yard steers the e− beam to either
of the two foreseen interaction regions (figure 7.2.4). The switch-yard is placed after
the undulator so as not to exclude the possibility of e+e− collisions at the second IR.
The two primary constraints for the design of the switch-yard arcs are:

• the emittance growth due to synchrotron radiation should be kept to an accept-
able minimum; and

• the arc geometry should allow enough clearance for the photon target and the
associated e+ capture system (section 4.3).

The first 24 dipole magnets are common to both beamlines, after which the trans-
verse clearance is enough to separate the two (see 7.2.7 for magnet details). The use
of iron-core electromagnets precludes fast intra-bunch switching between the two IRs,
but could in principle allow switching at 5 Hz.

The lattice is based on a double-bend achromat system used in modern light sources
to significantly reduce the horizontal emittance growth from synchrotron radiation
effects. Figure 7.2.5 shows the emittance growth along the entire BDS beamline: the
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Figure 7.2.4: The BDS switch-yard, showing the location of the photon beamline and target.

Figure 7.2.5: Horizontal emittance growth for the entire BDS, and a beam energy of 400
GeV (design emittance γεx = 8× 10−6 m).
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largest contribution comes from the arcs, but the total effect is still less than 14% at
400 GeV which is considered acceptable.

A complete and detailed description of the BDS switch-yard system can be found
in [2].

7.2.3 Energy collimation and magnetic energy spoiler (MES)

The system is characterised by the double peaked dispersion function (after the switch-
yard arc, see figure 7.2.1). The first peak is the so-called magnetic energy spoiler (MES),
which forms part of the machine protection (MP) system. It is primarily intended to
protect the downstream (mechanical) energy spoiler from being damaged by a direct
hit from an off-energy beam. In the event of a beam energy error (>2%), The MES
serves two related MP functions:

• a BPM placed at the high dispersion peak is used to send a signal to the down-
stream fast kicker system of the Fast Emergency Extraction Line (FEXL, section
7.2.6), causing the remainder of the bunch train to be safely extracted to the
main dump;

• the non-linear magnets in the system significantly increase the vertical beam size
on the face of the downstream energy spoiler, allowing the spoiler to survive a
few bunches from the train.

Section 7.5 covers the collimation system in more detail, while the FEXL is covered in
section 7.2.6.

7.2.4 Collimation and diagnostics section (CDS)

In the CDR [83] version of the BDS, the collimation system and diagnostic sections
were separated. In the current system, the betatron collimation system and the main
emittance measurement station have been combined into a single beamline. Betatron
collimation is now performed at intervals of 45◦ phase advance, at locations of relatively
large beam size (σx,y = 127, 7µm at 250 GeV). Such a lattice also provides for an
efficient emittance measurement station as described in [4], using profile monitors close
to each spoiler location. For the monitors themselves, both flying carbon-wire monitors
[5] and laser-wires [6] are envisaged, the latter being used during nominal luminosity
(high current) operation. A more detailed description of the lattice can be found in
section 7.5.

7.2.5 Final focus system (FFS)

The FFS focuses the beams down to the required σx = 550 nm and σy = 5 nm at the
IP (250 GeV). The optics is based on that used for the SLC final focus system [7] and
the final focus test beam (FFTB) [8]. The demagnification is performed by a point-to-
point telescope system (Final Telescope, FT). Upstream of the FT are two dispersive
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Figure 7.2.6: Energy bandwidth for the (a) horizontal and (b) vertical plane. The band-
width for the entire BDS and only the FFS are indicated. The energy profile of both e−

and e+ are also shown for comparison.

sections referred to as the horizontal (HCCS) and vertical (VCCS) chromatic correstion
sections, where pairs of strong sextupoles separated by a −I transformation are used
to correct (to second-order) the strong chromaticity of the final doublet. Figure 7.2.6
shows the momentum bandwidth for the BDS; the bandwidth due only to the FFS is
also shown for comparison.

To allow a clear extraction path for the beamstrahlung to the main dump hall
(∼250 m from the IP), the length of the FT has been significantly increased beyond
that which would naturally be required (see section 7.7). In order to re-establish the
correct optics and required bandwidth, an additional weak doublet is now required
approximately 130 m upstream of the final doublet. The length of the FFS system is
now approximately 700 m long, compared to ∼500 m for the system described in the
CDR [83].

7.2.6 Fast emergency extraction line (FEXL)

The fast emergency extraction line is primarily intended to extract the remainder of the
bunch train safely to the main dump (section 7.7) in the event of a machine protection
trip. In addition, it will serve as a by-pass system during commissioning. Figure 7.2.7
shows the overall concept of the FEXL, while the exact geometry can be seen in figure
7.2.2.

The extraction point for the FEXL is placed just downstream of the MES (section
7.5.3). Should an off-energy bunch train exit the linac (|∆E/E| > 2%), the BPM at
the non-zero dispersive point in the MES can send a signal to the fast kicker system,
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Figure 7.2.7: Concept of the fast extraction (machine protection) system. Two machine
protection (MP) BPMs are used to generate fast emergency signals, which can then be
transmitted downstream to the fast kicker. Given the signal delay times, it is expected
that (at the most) two bunches will be allowed through.

approximately 80 m downstream1. Since the signal and beam travel in the same direc-
tion, the delay2 is of the order of ∼67 ns. A second BPM at a zero-dispersion point
with βx,y = 400 m is used to detect pure betatron (orbit) errors: the delay in this
case is ∼34 ns. The kicker system comprises of 30× 1 m kicker modules, giving a total
kick of ∼200µr, with a rise time of 100 ns [9]. Allowing an additional 100 ns for signal
processing, the total signal delay time is ∼270 ns, which is still less than the bunch
spacing of 337 ns. Hence only one (two at the most) bunches will be allowed through,
before the remainder of the bunch train is safely extracted. When the FEXL is used as
a commissioning line, two weak dipoles magnets are switched on to provide the same
kick geometry as the kicker system.

The design of the lattice (including the septum magnet), is constrained by the
following requirements:

• a –2% to –5% beam energy error1 ;

• a possible failure of one kicker module (–3.5%);

• a kicker flat-top of ±2%

1The FEXL can also be triggered by other machine protection signals, e.g. loss monitors.
2Assuming a cable signal velocity of 0.8c
1Although positive energy errors >2% can occur under certain circumstances, they are considered

far less likely than a negative energy error.
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• ±0.5% power-supply stability.

The beam is extracted horizontally, and then transported by a FODO system to a
section comprising both a horizontal and vertical bend, which steer the beam down
(∼15 mrad) to the main dump. The optics is arranged to produce a beam size on the
dump window that is larger than the required single pulse limit (see section 7.7).

A more detailed description of the FEXL system can be found in [10].

7.2.7 Magnet systems

Table 7.2.1 shows the basic magnet family types for the main BDS lattice. The magnets
have been designed for cost-effective manufacture by:

• reducing the number of magnet families to a minimum; and

• restricting the power-supply requirements to those of standard commercially
available supplies.

In particular, all dipole magnets are 1.8 m in length and have an aperture (vertical
gap) of 20 mm: the long dipoles required in the arcs and CCS are then constructed
from strings of these dipoles, allowing the necessary spacing for coils, vacuum pumps
etc. Both an H-type and a C-type magnet have been designed.

Quadrupoles and higher-order multipoles are characterised by the standard aper-
tures (diameters) of 20 mm, 40 mm and 140 mm. Figure 7.2.8 shows examples of cross-
sections of some of the BDS magnets.

The total of 288 magnets in the main lattice are grouped into circuits where possible,
resulting in 52 power-supplies, which themselves are grouped into three stability ratings
(see 7.3). The magnets have power ratings ranging from 0.05–84 kW, with a more
typical value of a few kW. The total power consumption for the main BDS lattice
magnets is ∼0.5 MW (one side).

Both the FEXL and the main extraction line contain strong dipoles (∼1.4 T) which
require a large amount of power. The power requirement for both extraction lines is
∼ 2 × 1.5 MW. The total power requirement for a single BDS (main lattice, FEXL
and main extraction) is therefore ∼4 MW, which includes ∼0.5 MW for losses in power
supplies, re-cooling etc.

Most of the power-supplies will be located in the tunnel close to the associated
magnets to reduce cable lengths (costs). A redundancy system is foreseen where an
emergency supply can be remotely ‘switched in’ should a supply in the tunnel fail,
avoiding the need to access the tunnel directly. The failed supply can then be repaired
during a routine scheduled maintenance break.

A complete description of all the BDS magnets, including detailed drawings and
specifications, can be found in [11, 12, 13]. Details of the power supply system can be
found in [28].
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Figure 7.2.8: Cross-sections of four of the BDS magnets (taken from [11]): (a) Spe-
cial narrow quadrupole used in the switchyard arcs (20 mm) (section 7.2.2); (b) standard
20 mm quadrupole; (c) C dipole (20 mm); (d) H dipole (20 mm). Dimensions are in mm.
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Magnet Type length Aperture Field No. Total
(m) (mm) (Tesla)

dipoles H septum 1.8 20 0.12 24 185
H (or C) 1.8 20 0.24 161

quadrupoles A 0.5 20 0.83 4 90
1.0 20 1.14 48
1.5 20 1.14 16
2.0 20 1.02 14

B 1.5 20 0.79 4
C 0.5 40 0.72 2
D 2.0 140 0.75 2

sextupole E 0.5 20 0.26 2 12
1.0 20 0.34 2
2.2 20 1.05 8

octupole F 0.5 20 0.29 1 1

total: 288

Table 7.2.1: Main magnets for a single BDS (not including extraction lines or the su-
perconducting final doublet). Type refers to the magnet cross-section type; length to the
core length; aperture is either the vertical gap height (dipoles), or the pole-tip diameter
(quadrupoles, sextupoles and octupoles); field is the maximum pole-tip field for a beam
energy of 400 GeV.

7.2.8 Vacuum system

The vacuum system is required to maintain an average pressure of 10−8 mbar (CO
equivalent)1. The vacuum chamber is constructed from stainless steel, which is copper
coated on its inner surface to reduce the effects of resistive-wall wakefields on the
beam. Ion getter pumps are used to maintain the vacuum. The design of the system
is cost optimised by trading off the size of the pumps against the number required per
meter of vacuum chamber. Because the magnets typically have small apertures (e.g.
20 mm diameter), the cross-section of the vacuum chamber is increased to 35 mm (where
needed) to reduce the number of pumps; the transitions are tapered to reduce geometric
wake effects. A total of ∼380 pumps are required, with capacities of 2 l/s, 20 l/s,
and 125 l/s. Particular attention is paid to the region between the strong sextupole
pairs in the HCCS and VCCS (section 7.2.5), where there is a tight tolerance on the
allowed wakefield kicks: here the magnet aperture cross-section of 20 mm is maintained
throughout the region to reduce geometric transitions. A complete detailed description
of the vacuum system can be found in [14].

1The pressure is calculated from limits on hard Coulomb gas scattering of the high-energy beam.
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7.3 Luminosity Stabilisation

The combination of strong focusing and relatively large β-functions in the BDS result
in some of the tightest alignment and field tolerances in the entire machine. There has
been much work reported on the effects of ground motion and vibration in beam delivery
systems (for TESLA see for example [83, 15, 16]). In this section a comprehensive
summary of the necessary stabilisation and tolerances for the TESLA BDS will be
given. Due to the large aspect ratio σ∗x/σ

∗
y = 550/5, only effects in the vertical plane

are generally considered.
When discussing luminosity stability, it is useful to separate out those losses due

to beam-beam separation at the IP, and those due to an increase in beam size at
the IP (bearing in mind that L ∝ 1/(σ∗xσ

∗
y)). The mechanisms must then be further

characterised by their time scales:

• those errors which occur on a time scale too fast to be actively compensated for
(high frequency), or

• those which occur slowly enough to be corrected (low frequency).

For the case of ground motion and vibration, two correction (feedback) systems will
be used:

• a fast (MHz) inter-bunch feedback system for correcting the beam-beam separa-
tion and collision angle at the IP;

• a slower (<0.1 Hz) orbit correction system for the entire BDS, which effectively
keeps the beam centred in each magnet.

The IP inter-bunch feedback system (section 7.3.1) keeps the beams in collision.
Since it works on a bunch-to-bunch time scale (337 ns), it effectively corrects all fre-
quency components from d.c. to ∼170 kHz. The slow orbit correction system (section
7.3.3) addresses slow ground motion drifts which perturb the orbit in the BDS, causing
aberrations such as spurious dispersion to increase the beam size at the IP. Due to the
5 Hz repetition rate, the slow feedback can only be expected to correct frequencies below
1 Hz, and probably realistically only below ∼0.1 Hz. The effects of aberrations caused
by magnet vibration — and subsequent orbit motion — above ∼1 Hz are currently not
corrected for; these effects are summarised in section 7.3.2.

Section 7.3.4 briefly summarises the power supply tolerance (field stability) require-
ments. The final section (7.3.5) discusses luminosity tuning knobs, and requirements
for beam-based alignment.

7.3.1 IP fast-feedback system

Due to the high vertical disruption parameter at the IP (Dy ≈ 25), the luminosity
is extremely sensitive to small offsets in both beam-beam displacement and crossing
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Figure 7.3.1: The IP fast feedback system. The red and blue rays represent an example
having a 3σ∗y offset at the IP (corresponding approximately to a 10σ∗y′ kick). The dotted
lines represent the trajectories with no beam-beam kick. Initial (example) IP angles are 1
and 2σ∗y′ for red and blue respectively.

angle (see section 7.4). As a result, the collisions must be maintained to within ∼ 0.1σ
in both offset and angle, or 0.5 nm and 1.2µrad respectively.

Figure 7.3.1 illustrates the concept for the IP beam separation feedback system.
The large TESLA bunch spacing of 337 ns allows the use of a digital controller. Fast
kickers (∼100 ns) are used to make the necessary corrections. The feedback signal is
derived directly from the strong beam-beam kick which both beams experience when
they do not collide head-on1. Figure 7.3.2 shows the expected beam-beam kick versus
beam separation for the design parameters. Since the feedback uses a linear algorithm,
the slope of the beam-beam kick curve at ∆y = 0 is used to calculate the offset; this
approach has the advantage of making the feedback response as fast and accurate as
possible for small beam-beam offsets, while having the disadvantage of a relatively long
response time for larger offsets.

Two BPMs placed approximately 3 m away from the IP on either side are used to
measure the beam-beam kick. Four more BPMs placed between and upstream of the
final quadrupoles as shown in figure 7.3.1 can also be used. The BPMs need a spatial
resolution of 5µm and a time resolution of 20 ns, the latter arising from the arrival time
of the opposing bunch. For the primary BPMs (3 m), directionally coupled strip-line
devices are currently considered, while for the other BPMs re-entrant cavities of the

1Such a feedback system based on the beam-beam kick was successfully used at the SLC [17].
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Figure 7.3.2: The beam-beam kick as a function of the relative offset for the nominal
250GeV beam parameters (calculated using GUINEA-PIG[18]). The linear feedback model
is also indicated.

type currently used at TTF will be used [19] (see section 7.4.4 for more details on the
IR region).

The fast kickers are based on an actual design currently being used in the TTF
feedback test setup [20, 21]. They have a rise time of ∼100 ns and a kick strength of
∼0.12µr/m (at 250 GeV). One-meter long kickers will be placed either side of the IR,
which is sufficient to correct up to ∼ 100σy beam-beam separation: an RMS of ∼30σy
is expected from calculations based on 70 nm RMS quadrupole vibration [16].

The time response of the feedback system is determined by the total delay time of
the loop. The actual feedback algorithm currently favoured is a proportional-integral
(PI) controller, giving a good d.c. rejection (step response) without compromising
the high frequency attenuation. The current (simulated) system shows a damping of
frequencies below ∼170 kHz with approximately 15 dB per decade.

Figure 7.3.3(a) shows simulation results of the response to a 100σy step-function
(including errors). The bunch train also contains the expected bunch-to-bunch offsets
due to multi-bunch wakefield effects in the linac (see section 3.2). The initial offset
is reduced by three orders of magnitude within ninety bunches, or 3% of the bunch
train. After that, the bunches are controlled with the required 0.1σy, corresponding to
a luminosity loss of less than 10%.

Figure 7.3.3(b) shows the response of the angle feedback. To adjust the angle at
the IP, a kicker must be placed at an IP image point upstream of the VCCS, so that
the resulting kick is achromatic. An image-point in the β-matching section offers a
relatively large βy function (∼52 m). Three one-meter kickers can correct ∼130µrad,



II-188 7 Beam Delivery System

Figure 7.3.3: Results of simulations of the IP fast feedback for (a) a 100σy offset step
function and (b) a 10σy′ angle step function. Included in the simulation are: residual
effects of multi-bunch wakefields in the linac; signal BPM noise of 5µm and 1µm for the
position and angle respectively; 0.1% kicker field imperfections; a 10% random variation
in the beam-beam kick.

or ∼ 10σy′ at the IP. A BPM at a high βy point in the VCCS (450 m downstream of
the kicker) is used to correct any incoming vertical betatron oscillation. The resulting
feedback delay is approximately 3.4µsec, or 10 bunches, which is still considered ac-
ceptable. In order to achieve the required resolution of 0.1σy′ , the signal BPM requires
a spatial resolution of 1µm. Although the correction is effectively removed from the
IP, there is virtually no source of angle jitter downstream of the kicker in the FFS
itself, since nearly all the magnets are π/2 out of phase with the IP [16].

Since the fast inter-bunch feedback system (section 7.3.1) is expected to correct the
offset of each of the 5 Hz bunch trains independently, only the effects on the beam size
(σ∗y) will be considered in the following sections. Details of the fast IP feedback system
can be found in [22].

7.3.2 Effects of fast quadrupole motion

In this section the effects of random uncorrelated quadrupole vibration on σ∗y will be
considered. Due to the 5 Hz repetition rate, these effects cannot be corrected. As a
(pessimistic) reference, we will take an RMS quadrupole motion of 70 nm RMS, which
corresponds to recent measurements at HERA (f > 2 Hz) [23]. A detailed account of
the results presented here can be found in [16].

At any given instant, the magnets (quadrupoles) in the BDS will have random
alignment errors due to vibration. The resulting kicks from these offset quadrupoles
cause an ever increasing orbit amplitude in the downstream magnets. To estimate
the effect on σ∗y from the perturbed (vertical) orbit, the following aberrations must be
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Figure 7.3.4: Summary of quadrupole sensitivity calculations. The sensitivity (µm−1) is
calculated as the inverse of the vertical quadrupole motion required to increase σ∗y by 2%.

Aberration contribution comments
to ∆L/L

xy coupling 4.5% both beams
linear dispersion 5.5% e− only
2nd-order dispersion 2% e− only
total 12%

Table 7.3.1: Summary of expected luminosity loss due to fast uncorrelated quadrupole
motion (70 nm RMS). The loss is estimated only from an increase in σ∗y (no beam-beam
effects).

considered:

magnet type aberration
quadrupole, sextupole linear dispersion
quadrupole, sextupole second-order dispersion
sextupole xy coupling

In figure 7.3.4, the results of the vertical motion of single quadrupoles is summarised.
The majority of the magnets have a sensitivity in the range of 1–10µm−1, corresponding
to a ∆σ∗y/σ

∗
y = 2% alignment tolerance of 100–1000 nm. 18 magnets have a tolerance

< 100 nm.

Table 7.3.1 summarises the expected luminosity loss (no beam-beam effects) for
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70 nm RMS quadrupole vibration. For the energy dependent terms (first- and second-
order dispersion), only the contributions from the electron beam (σ∆P/P ≈ 0.15%) to
the luminosity loss are considered, since the energy spread in the positron beam is
much smaller (<0.05%)1

The total of 12% luminosity loss scales quadratically with the RMS vibration am-
plitude. Hence an amplitude of 35 nm would decrease the total to ∼3%. Should it
be necessary, certain key quadrupoles can be actively stabilised to ∼20 nm RMS using
fast piezo-electric micro-movers [24].

7.3.3 Slow alignment drifts due to ground motion

Low-frequency motion (ground motion, f < 1 Hz) can be compensated using an orbit
correction system (feedback), having a sample rate equal to the machine repetition
rate of 5 Hz. For the current studies, the so-called ATL ground motion model has been
used [25]:

〈Y 2〉 = A · T · L

where Y is the relative offset of two points separated by a distance L after a time T . A
is the constant of proportionality, and is generally quoted with the units µm2m−1s−1.
For the DESY site, a value of A ≈ 4 × 10−6µm2m−1s−1 has been measured [23], and
this value will be assumed throughout the following section.

For the orbit correction, a simple one-to-one algorithm has been studied. An up-
stream corrector is used to steer the beam through the magnetic centre of the down-
stream magnet. For the simulations, it is assumed that

• each quadrupole has an additional horizontal and vertical dipole corrector asso-
ciated with it;

• each magnet (quadrupole and sextupole) has an integrated BPM with a given
resolution (noise);

• the BPM offsets with respect to the (magnetic) centre of the associated magnets
have been accurately determined using beam-based alignment techniques;

• systematic residual BPM offsets are assumed to be zero.

The last item requires some clarification: after applying beam-based alignment
techniques, there will be some finite residual BPM offsets. These offsets are considered
to be static, and so their effects on the luminosity can be initially ‘tuned out’ using the
tuning knobs described in section 7.3.5. To study the effects of random BPM noise, we
set the static offsets to zero.

1the electron energy spread comes from the undulator for the positron source (see 4.3).
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Figure 7.3.5: Results of simulations of the effect of ATL-like ground motion on luminosity,
as a function of the orbit correction feedback time constant and RMS BPM noise. Each
point represents the average over 1000 simulated pulses (200 seconds).

Figure 7.3.5 shows the results of simulating 1000 pulses at 5 Hz. The plot clearly
shows the trade-off between random BPM noise and the feedback time constant1. As
the time constant is increased, the BPM noise is effectively integrated away. Above
τ ≈ 20 s, all the curves come together, and the effects of the ground motion itself begin
to dominate. Assuming that we will have a BPM resolution of 1µm, a time constant
of ∼ 8 s would seem to give the minimum luminosity loss (∼ 2%).

Figure 7.3.6 shows the results of simulating the effects of ground motion over a
longer time scale (∼ 10 days). Since the time steps taken represent many 5 Hz pulses,
the orbit corrections are applied ‘one-shot’ with a gain of 1. No BPM noise is included
in the simulation. The results are plotted for three different cases:

1. no correction — shows the effects of ground motion on the luminosity if no
correction is applied. The luminosity rapidly drops to zero as the beams move
out of collision.

2. IP fast feedback on — shows the results with the fast feedback on, effectively keep-
ing the beams in collision (section 7.3.1). The luminosity stability is increased by
more than two orders of magnitude, but still falls off due to aberrations generated
by the orbit in the BDS.

1the feedback time constant is adjusted using a ‘gain’ factor (0 < g < 1) which defines how much
of the calculated correction should be applied per 5 Hz pulse. A gain of 1 (100% correction)
corresponds to a time constant of 0.2 s, while a gain of 0.1 corresponds to 2 s.
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Figure 7.3.6: Luminosity loss due to ATL-like ground motion as a function of time. Each
curve represents an average over 20 random seeds of simulated ground motion (see text
for more details).

3. both IP feedback and orbit correction on — represents the full stabilisation of
the BDS. The luminosity is now constant and only begins to slowly fall off after
several days.

The drop in luminosity for the fully corrected case is a direct result of the one-to-
one steering algorithm: such algorithms are not ‘dispersion free’, and eventually the
residual dispersion generated by the corrector kicks will begin to degrade the luminosity.
A dispersion-free steering algorithm would certainly result in longer time stability. On
the time scale of days, however, it is a relatively simple task to re-tune the IP dispersion
using a dispersion tuning knob (section 7.3.5). For more details of the simulations see
[16].

Note: the results shown in figures 7.3.5 and 7.3.6 were based on an electron
energy spread of 0.18%. As of writing, a re-design of the positron undulator
(section 4.3) has now reduced the estimated energy spread to ∼ 0.15%. Since
the luminosity loss ∆L/L ∝ (∆P/P )2, this will reduce the effects by ∼ 30%.

7.3.4 Power supply tolerance requirements

Where possible, the magnets are placed in series and connected to a single power supply,
resulting in a total 52 power supplies for a single BDS. The power supplies are divided
into three stability groups: 10−4, 5×10−5 and 10−5. The requirements are summarised
in table 7.3.2. The partition of the tolerance budget was made to minimise the number
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of high-stability supplies, while keeping the total expected luminosity loss to less than
3%. All supplies can be obtained commercially to the required specification [28].

Stability Num. of Num. of Comments
PS Magnets

10−4 41 80
MES bend string
CDS quad∗

5× 10−5 6 28
CCS quad∗

weak FT doublet
s.c. final doublet,

10−5 5 178 CCS bend strings,
ARC bend strings

totals 52 286

* specific quadrupoles only

Table 7.3.2: Summary of power supply stability requirements. The total luminosity loss
from the specified tolerances is ∼3% (taken from [16]).

7.3.5 Initial luminosity tuning

In order to achieve the design luminosity, it will be necessary to perform two initial
tuning steps:

beam-based alignment of the type successfully used at the FFTB [26] will be initially
required to (a) align the magnets to within some accuracy over a long baseline,
and (b) to accurately determine the BPM offsets;

orthogonal IP tuning is used to tune out the effects of residual (static) BPM offsets
and magnet alignment after beam-based alignment.

Due to ground motion and vibration effects, it will be necessary to re-apply the or-
thogonal tuning at specific time intervals (∼ 10 days, see 7.3.3). Eventually it may
even be necessary to repeat the beam-based alignment procedure, although current
simulation results suggest that this is unlikely within a typical luminosity run period
(∼5000 hours).

For the IP tuning, five orthogonal optics knobs are required:

• x- and y-waist

• x- and y-dispersion

• x-y coupling
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Aberration Sextupole Motion Type 3β Range 2% limit
pair (µm) (µm)

HCCS 52 7
x

VCCS horizontal 413 58
waist

HCCS symmetric 346 48
y

VCCS 3.6 0.5
HCCS horizontal 121 18

x
VCCS anti-symmetric 465 70

dispersion
HCCS vertical 19 2.6

y
VCCS anti-symmetric 2.6 0.4
HCCS vertical 7.4 1

coupling
VCCS symmetric 2.1 0.3

Table 7.3.3: Summary of the various CCS sextupole mover combinations and their effects.
The 3β range is the typical scan range required, while the 2% limit gives that motion needed
to reduce the luminosity by 2% (taken from [27]).

The above knobs can be constructed by moving the strong sextupole pairs in the two
CCS sections. By selecting various combinations of horizontal or vertical, symmetric or
anti-symmetric motion of a specific sextupole pair, all five required aberrations can be
cleanly generated (corrected) at the IP. Table 7.3.3 summarises the motions required.

It is currently foreseen to place all eight CCS sextupoles on mechanical movers. The
movers will have a resolution (step size) of ∼1µm and a range of ±1 mm. Three of
the combinations listed for the VCCS pairs have 2% limits below 1µm: it is probably
therefore better to only use the less sensitive HCCS sextupole pairs to provide the
required knobs.

Beam-based alignment has been successfully demonstrated in several machines, and
particularly at the FFTB [26], where quadrupole alignment errors of 50µm to below
1µm were achieved. In [27] an estimate of the required precision of initial alignment was
made, based on the maximum allowed residual second-order dispersion generated after
alignment and one-to-one steering1. The precision varies depending on the ‘wavelength’
or baseline length over which the alignment is to be applied. For the current BDS,
the alignment requirements range from <20µm RMS over short distances (<10 m)
up to ∼80µm RMS over longer baselines (∼500 m). While short magnet-to-magnet
alignment tolerances on the order of 10-20µm should be achievable with the methods
used at the FFTB, the longer baseline tolerance may well prove difficult: second-order
dispersion knobs, or better steering and tuning algorithms will probably be required.

1the tolerance is based on a 2% increase in σ∗y due to the residual second-order dispersion.
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7.4 Interaction Region and Beam-Beam Effects

The beam-beam interaction at the IP of a linear collider will be very intense. To
minimise the effects, flat beams with large aspect ratiosR = σ∗x/σ

∗
y are used at the

IP, resulting in a strong beam disruption only in the vertical plane. Disruption is
quantified by the disruption parameter,Dy, defined as the ratio of the bunch lengthσz
to the vertical beam-beam focal length fy:

Dy ≡ σz
fy

=
2 reNb σz

γ σ∗x(σ∗x + σ∗y)

whereNb is the bunch population. The relatively high TESLA value of Dy ≈ 25
indicates that particles undergo several vertical oscillations while crossing the opposing
bunch. Beamstrahlung (i.e. the emission of synchrotron radiation in the coherent e.m.
field of the opposing bunch) is also considerable at these high beam energies. It is
usually characterised by the Upsilon parameter:

Υ ≡ 2

3

〈Ec〉
E0

=
5 r2

e γ Nb

6αeσz (σ∗x + σ∗y)

where 〈Ec〉 and E0 are the average photon critical energy and the beam energy re-
spectively. With a photon yield of about 1.6/e±, beamstrahlung causes a significant
energy loss in the spent beam, resulting in a 3–4% average energy loss characterised by
a long tail. The associated luminosity spectrum dL/d√s is also degraded (see section
7.4.1). A small fraction of the beamstrahlung photons are converted into low energy
e+e−pairs which form the most numerous background source to the detector. On the
positive side, the pair flux is proportional to the luminosity and can therefore be used
to monitor relative luminosity variations on a bunch to bunch basis[30, 31].

Beam-beam effects are analysed in more detail in [29]. They influence the collider
performance in essentially three ways described in the following sections.

7.4.1 Luminosity enhancement and luminosity spectrum

Results of beam-beam simulations using GUINEA-PIG [18] show that the mutual fo-
cusing of the bunches at the IP leads to a luminosity enhancement factor of ∼ 2 with
respect to the geometric luminosity. Figure 7.4.1 shows (a) the luminosity as a function
of the longitudinal position of the vertical waist, and (b) the corresponding number of
pairs striking a forward detector at a radius of r > 12 mm. The luminosity is maximum
when the bunches are focused to vertical waists located about 0.63 × β∗y ' 250µm in
front of the IP. Figure 7.4.1(b) shows that the detected pairs can be used to achieve the
optimum (maximum) luminosity. The gain from the luminosity enhancement is some-
what offset by the dilution due to beamstrahlung of the luminosity spectrum dL/d√s
towards lower centre of mass energies (figure 7.4.2). However, about 60% of the total
luminosity is still produced at energies higher than 99.5% of the nominal c.m. energy.
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cm energy [GeV]
√
s = 2E0 500 800

Luminosity [1034cm−2s−1] L 3.4 5.8
Bunch population [1010] Nb 2 1.4
Transverse bunch sizes [nm] σ∗x, σ

∗
y 553, 5 391, 2.8

Transverse bunch divergences [µrad] Θ∗x,Θ
∗
y 37, 12 26, 7

Bunch length [mm] σz 300 300
Disruption parameters Dx, Dy 0.22, 25 0.20, 27
Upsilon parameter Υ 0.06 0.09
Average relative energy loss δB 3.2 4.3
Number of photons/e± nγ 1.6 1.5
Spent beam power [MW] PSB 11 17
Beamstrahlung photon power [kW] Pγ 360 760
Number of pair particles NP 129 000 153 000
Average pair particle energy [GeV] 〈EP 〉 2.8 5.3

Table 7.4.1: TESLA IP Parameters.

Figure 7.4.1: Luminosity optimisation relative to the longitudinal position of the vertical
waist for TESLA 500 GeV c.m. energy. (a) shows the actual luminosity as a function of
waist position (relative to the IP, Wy/βy = 0), while (b) shows the numbers of e+e− pairs
detected in the fast luminosity monitor. Solid lines show the parabolic fits through the 11
data points.
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Figure 7.4.2: Luminosity spectra for 500 GeV and 800 GeV centre of mass energy.

7.4.2 Sensitivity to vertical displacements and angles

The high disruption regime (Dy ≈ 25) results in a high sensitivity of the luminosity
to both vertical beam-beam offset and crossing angle. The luminosity loss for offset
and angle errors is shown in figure 7.4.3, where simulation results[18] are compared
to the analytic expressions without beam-beam forces. The sensitivity is enhanced by
a factor of five for small offsets, and by a factor of ten for small angles with respect
to the simple geometric factor. The aggressive optimisation of the IP parameters into
this high disruptive regime is justified by the use of the fast inter-bunch orbit feedback
system (section 7.3.1), which will be capable of maintaining the beams in collision to
within the specified tolerances.

Given the extreme sensitivity to offset and angle, some loss of luminosity is also
expected from internal bunch deformations, such as those induced by single-bunch
wakefields in the linac (the so-called ‘banana effect’). The single-bunch correlated
emittance growth from wakefields is expected to be 6% on average (see section 3.2).
Figure 7.4.4 plots the luminosity obtained from colliding electron and positron bunches
with a 6% correlated emittance growth. The bunches are initially generated with the
correlated emittance growth either entirely in the displacement (y) plane or in the angle
(y′) plane, including all six sign combinations. In all cases, the nominal luminosity can
almost be recovered by optimisation of the beam offset (figure 7.4.4(a)) followed by an
angle scan (figure 7.4.4(b)). The optimum set point can be found by monitoring the
luminosity on a bunch to bunch basis using the pair signal. The impact of beam-beam
instability is discussed in more detail in [32].
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Figure 7.4.3: Luminosity loss as a function of normalised IP vertical offset and angle for
TESLA 500 GeV.

Figure 7.4.4: (a) Offset followed by (b) angle scans of the luminosity for various combina-
tions of vertical to longitudinal correlations leading to 6% e± correlated emittance growth.
±O = offset (y-plane) correlated, ±A = angle (y′-plane) correlated
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Figure 7.4.5: Energy spectrum of charged particle backgrounds for 500 GeV c.m. energy.

7.4.3 Beam-beam backgrounds

The charged particle beam-beam background is essentially the result of three basic
processes:

1. beamstrahlung emission — the energy-degraded spent beam dominates the spec-
trum of charged particles above 100 GeV;

2. pair creation — e+e− pair particles dominate the spectrum below 20 GeV;

3. Radiative Bhabhas or (beam-beam) bremsstrahlung — this incoherent process
creates same sign e+or e−particles moving along with the beam.

The various energy spectra are plotted in figure 7.4.5 for 500 GeV c.m. energy. The rate
of radiative Bhabha in the intermediate energy range around 50 GeV provides a signal
proportional to luminosity which — although less powerful than the pair signal — can
also be used for machine tuning [30]. In addition, beamstrahlung photons carrying
3–4% of the beam power are emitted in a narrow forward cone of about ±0.15 mrad.
The extraction and disposal of these background sources is discussed in section 7.7;
their impact on the detector is discussed in Part IV chapter 6 of this report.

7.4.4 Interaction region (IR) and last doublet design

The layout of the IR is shown in figure 7.4.6. The most important regions are:
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Figure 7.4.6: Interaction region layout.

• the instrumented mask constructed from high Z material to absorb most of the
e+e− pairs and their secondaries; and

• the cryostat housing the final super-conducting quadrupole doublet.

In the beam direction, the aperture limitations are set by the forward cylindrical mask
of 24 mm diameter housing the pair luminosity monitor, and by the super-conducting
quadrupole doublet itself, consisting of a 1.7 m and a 1.0 m long quadrupole (dBy/dx =
250 T/m), with an inner diameter of 48 mm. A schematic cross-section of the doublet
is shown in figure 7.4.7, and a detailed design is described in [33].

Figure 7.4.6 also shows the instrumentation required for beam tuning:

• one stripline and two cavity beam position monitors (BPM), which are primarily
used by the inter-bunch fast feedback system (section 7.3.1);

• a laser interferometer [34] for single beam profile measurement at 0.8 m from the
IP;

• one luminosity monitor (pair counter) on each side of the IP located at the lowest
aperture radius of 1.2 cm on the inner mask;

Finally, a slower luminosity monitor, integrating the bremsstrahlung signal over about
10 bunch crossings, is foreseen around the beam pipe at 8.5 m from the IP (not shown).
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Figure 7.4.7: Cross-section of the super-conducting final doublet quadrupole and cryostat.

7.5 Collimation System

The collimation system uses thin mechanical spoilers followed by thick absorbers to
physically scrap the halo particles off the beam. The design of the optics are constrained
by:

• the required physical aperture for the given collimation depth;

• spoiler survival considerations in the event of a direct hit from the beam;

• wakefield effects from the narrow aperture of the spoiler jaws.

Since it is the spoilers which effectively define the collimation aperture, we will inter-
changeably use the word collimator and spoiler in the following sections. The absorbers
are large blocks of material (∼20 radiation lengths), which sit in the geometric shadow
of the spoilers. The exact (most efficient) location of the absorbers is still to be de-
termined. For the spoilers, we assume that one radiation length of titanium will be
used.

The following sections give a concise synopses of the current status of the collimation
system. More detailed information can be found in [3].

7.5.1 Required collimation depth

Halo particles with large amplitudes will radiate photons in the quadrupoles close to the
IR; in particular, photons generated within the strong final doublet may strike inner
parts of the detector and cause unacceptable background. The required collimation
depth is defined as the aperture within which photons generated by halo particles pass
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Figure 7.5.1: Synchrotron radiation fan generated by the last quadrupoles and traced
through the IR. The envelope defines the required collimation depth of ±13σx and ±80σy.
The limiting aperture is defined in the diagonal (∆) plane by the exit 24 mm mask (see
section 7.4.4 for more details of the IR region).

cleanly through the IR. Figure 7.5.1 shows the limiting case for photons generated by
an incoming halo in the final doublet; the resulting collimation depth is ±13σx and
±80σy, where σx,y are the nominal transverse beam dimensions at 250 GeV [35].

7.5.2 Optics

The main (primary) collimation section consists of a series of five identical cells, with
βx = βy = 800 m at the symmetry points where the spoilers are located. The phase
advance per cell (spoiler) is effectively 45◦ in both planes1. Figure 7.5.2 shows the
optics. The first spoiler is at a high dispersion point (Dx = −100 mm), and is used as
the momentum collimator. The remaining four spoilers are located in a zero dispersion
region, and are referred to as the betatron collimation system; they effectively define
an octagon in phase space as depicted in figure 7.5.2. The physical apertures of the
spoilers are set to a factor cos(45◦/2) ≈ 0.92 smaller than the required collimation
depth, which fits the octagon defined by the spoilers inside the ellipse defined by the
collimation depth. A second set of spoilers are located at the high β-points in the

1due to optics constraints, the actual phase advance is φx = 45◦ and φy = 315◦.
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Figure 7.5.2: The primary collimation and diagnostics system (CDS).

Spoiler Aperture Acceptance
x/mm y/mm ±x/σx ±y/σy ±∆P/P (%)

ESPOI 3 - 12 - 1.5
XYSPOI 3 1 12 74 -
COLX 3.9 0.6 13 80 5.7
COLY 0.9 2.7 13 80 2.9

Table 7.5.1: Physical apertures (gaps) and the linear acceptance of the various spoilers in
the BDS. ESPOI = energy spoiler, XYSPOI = betatron spoilers (CDS), COLX(Y) = CCS
spoilers.

HCCS and VCCS; these collimators are positioned at the sine-like phase with respect
to the IP, and so directly shadow the final doublet aperture. They are set to collimate
exactly at ±13σx and ±80σy. The physical apertures of all the spoilers are listed in
table 7.5.1.

The values in table 7.5.1 represent the phase space acceptance for a linear system
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only: the relatively strong chromaticity of the lattice and the non-linear elements in
the MES (section 7.5.3) cause off-momentum particles to be driven to large (betatron)
amplitudes. Particle tracking was performed to check that the system collimates cor-
rectly. All physical apertures were treated as ‘hard’ edges (i.e. no scattering). Figure
7.5.3 summarise the results of tracking 105 particles; figure 7.5.3(b) shows that there
are no particles remaining outside of the required collimation aperture at the entrance
to the final doublet.

7.5.3 Spoiler protection

The spoilers are by design the limiting apertures in the machine: when a bunch train
comes out of the linac with a large orbit or energy error, it is the spoilers that should
intercept the beam first. In the event of some upstream error, the fast emergency
extraction line (FEXL, section 7.2.6) should safely extract the beam after one or two
bunches: hence the spoilers need only survive at most two bunches from the bunch
train.

The current spoiler design uses one radiation length of titanium (3.56 cm). Studies
using GEANT4 [3] have shown that the spoiler should withstand a single design bunch
(128 × 7µm2) with some safety margin. The calculation uses the ultimate tensile
strength (σUTS) as the survival criterion for the spoiler [83, 3, 36]. However, recent
experiments using the SLAC linac have indicated that failure tends to occur at lower
instantaneous power densities than the GEANT studies would suggest [37], and so an
additional level of protection seems prudent.

The original collimation system reported in [83, 36] reflected the philosophy that all
spoilers should be able to survive a direct hit from some number of bunches. The beam
size at each spoiler was blown up using linear optics to reduce the peak energy particle
density to an acceptable level. The system was characterised by large (km) β-functions,
resulting in relatively long systems with extremely tight tolerances. Such systems
eventually proved to be impractical and have been abandoned. The current philosophy
is to protect the spoilers from energy errors, since these are the most likely (frequent)
type of error we can expect from the linac. Large orbit (pure betatron) oscillations
of sufficient amplitude to strike a spoiler are probably rare events by comparison: the
typical scenarios tend to be magnet failures, which occur relatively slowly (> 100µsec),
and can be detected by direct monitoring.

A non-linear magnet system referred to as the magnetic energy spoiler (MES) is
incorporated just upstream of the collimation system. Figure 7.5.4 indicates how the
system works. An off-momentum bunch receives a horizontal kick from the octupole
at the high dispersion point (Dx = −100 mm), which translates into a (momentum
dependent) horizontal offset at the downstream skew-sextupole1. The effective skew-
quadrupole generated couples the horizontal emittance into the vertical plane. The
result is a significant increase in the vertical beam size at the energy collimator, placed
(n+ 1/2)π downstream in both x- and y-phase. From a simple thin-lens analysis, the

1the octupole effectively generates third-order dispersion at the skew-sextupole.
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(a) Particles ‘losses’ along the beamline, expressed as a percentage of the initial particle
number tracked.

(b) Particle distribution at the entrance to the final doublet after tracking through the entire
BDS.

Figure 7.5.3: Results of particle tracking through the BDS. All apertures are treated as
‘hard’ edges, i.e. a particle outside of a given aperture is deemed lost. An initial flat
distribution of 105 particles was generated, with a transverse extent of ±16.25σx and
±100σy (collimation depth plus 25%). The momentum distribution was −3% < ∆P/P <

+0.5%. Effects of scattering and transmission through material are not included.
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Figure 7.5.4: Concept of the magnetic energy spoiler (MES). See text for details.

increase in vertical beam size at the spoiler as a function of momentum error δ = ∆p/p
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where K2, K3 are the integrated strengths of the skew-sextupoles and octupole respec-
tively, Dx is the linear dispersion at the octupole, R12 is the linear Green function from
the octupole to the skew-sextupole, and βx,y are the β-functions at the skew-sextupole.
The system also generates centroid kicks to the beam, resulting in third-order hori-
zontal dispersion and sixth-order vertical dispersion. These energy dependent orbits
eventually cause the beam to strike a betatron collimator in CDS section. If the colli-
mator apertures are set at ±Nxσx and ±Nyσy, the maximum relative increase in beam
size, defined at the point when the beam hits a betatron spoiler, is given by
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For the current system, the limit corresponds to 2× (80/13) ≈ 12. However, chromatic
effects in the downstream CDS lattice that are not included in the above analysis
constrain the maximum obtainable factor still further. The current values of K2 =
5 m−2 and K3 = 640 m−3 are set to give a factor of ∼6 increase in vertical beam size,
which has been confirmed using tracking (see figure 7.5.5).

7.5.4 Wakefield considerations

For one radiation length of titanium at the specified apertures, the resistive wall wake-
field can be ignored. To reduce the geometric wakefield to an acceptable level, the
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Figure 7.5.5: Results of tracking a design beam with a momentum centroid error of
∆P/P = −2%. (a) shows the design beam on the energy spoiler (ESPOI), while (b)
shows the results of the tracking. The beam area is increased by a factor of 6.

spoilers will be constructed with tapers approximately 1 m long. Simple estimates
based on calculations presented in [36] suggest that vertical beam offsets on the order
of a few σy cause less than a 2% emittance growth. In addition, recent experimental
results from SLAC [38] have shown that such theoretical estimates are pessimistic by
as much as a factor of ten. Even with the conservative theoretical estimates, however,
there appears to be no significant wakefield effects.

7.6 Beam Extraction

After collision at the IP, the highly disrupted beams must be cleanly extracted from
the IR and transported without significant losses to the main dump. In addition, the
intense beamstrahlung generated during the beam-beam interaction must be cleanly
extracted and dumped. A third requirement is to safely transport the undisrupted
charged particle beams to the main dump in the event that there is no collision (i.e. no
beam-beam interaction); in this case, the optics of the extraction line must generate a
large enough beam size on the dump window to prevent single pulse damage. The var-
ious extracted beam parameters are summarised in table 7.6.1. A detailed description
of the extraction system design can be found in [39].

With the exception of the energy spread for the undisrupted beam case (see ta-
ble 7.6.1), the extraction systems are identical and symmetric about the IP. Unless
explicitly stated, the following description applies to both e+ and e− systems.
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Spent e± Beamstrahlung Undisrupted e±

Ecm = 500 GeV

Av. Power [MW] P 10.9 0.360 11.3
Av. Energy [GeV] 〈E〉 242 5.1 250
Divergence [µr] Θx,y 245, 27 151, 36 37, 12
Emittance [10−12 m] εx,y 67, 0.18 – 20, 0.061
Energy Spread [%] σE/E 5.5 – 0.15(e−)/0.032(e+)

Ecm = 800 GeV

Av. Power [MW] P 16.8 0.760 17.5
Av. Energy [GeV] 〈E〉 283 11.4 400
Divergence [µr] Θx,y 152, 17 94, 21 26, 6.8
Emittance [10−12 m] εx,y 28, 0.68 – 10, 0.019
Energy Spread [%] σE/E 7.4 – 0.15(e−)/0.032(e+)

Table 7.6.1: Main characteristics of the disrupted spent beams, beamstrahlung photons
and undisrupted (low emittance) beams at the IP.

7.6.1 Electron and positron beam extraction

The charged beam extraction line (figure 7.6.1) is based on the following concepts:

• The beams are transported to water dump systems (section 7.7) located 240 m
downstream of the IP.

• The beams are vertically extracted outside of the IR (i.e. outside of the final
s.c. quadrupoles) and before the first parasitic bunch crossing1.

• 20 m of electrostatic separators (ESEP1 and ESEP2) provide an initial separation
of incoming and outgoing (extracted) beams, with an angle of 0.8 mrad. The
separators have both a d.c. electrostatic and magnetic deflectors combined in the
same unit; the electric and magnetic deflections add up for the outgoing beam
while they cancel each other for the incoming one.

• A total downward angle of 15 mrad is primarily achieved by a magnetic septum
MSEP and the dipoles BV1 and BV2; the angle is constrained by the need to
minimise the muon rate at the surface.

• The beam optics shown in figure 7.6.2 is designed to limit the disrupted beam
losses to less than 0.1% along the beam line. This is done by controlling the

1The first parasitic bunch crossing is at 50 m and 26 m for 500 GeV and 800 GeV c.m. energy respec-
tively.
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Figure 7.6.1: Horizontal (top row) and vertical (bottom row) layouts and beam pipe aper-
tures of extraction beam line.

vertical dispersion generated by the extraction bends with a proper arrangement
of septum quadrupoles (QED, QEF, and QED2) with magnetic mirror blades.
About 0.01% of beam power is lost at the collimator embedded in the separator
and at the magnetic-septum shadow (SHADO), and 0.1% at the quadrupole
collimator (MQED).

• The same optics blows up the spot size of the undisrupted (low emittance) beams
above 0.4 mm2 at the dump window (see figure 7.6.3). To increase the effective
beam size still further, two 10 m long fast-sweeping magnets (KIK1, KIK2) sweep
the bunch train in a circle of 5 cm radius; the water temperature rise is then
limited to 40◦C (see section 7.7).

The electrostatic separators are constructed from 5 × 4 m units based on the design
used in LEP[40], where they have reached the 50 kV/cm field needed for the 500 GeV
c.m. energy machine. For the upgrade to Ecm = 800 GeV, either the field or the length
or both need to be increased: while a field of 80 kV/cm is feasible, it has yet to be
demonstrated and requires further R&D. The field of the 16 m long vertical septum
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Figure 7.6.2: Optics of the charges particle extraction line.

Figure 7.6.3: Beam sizes of the undisrupted (low emittance) electron and positron beams
along the extraction line. The blow-up of the vertical emittances due to synchrotron radi-
ation in the vertical bends is also included.



7.6 Beam Extraction II-211

Figure 7.6.4: Vertical layout of the final transformer region. The beamstrahlung power
levels on the collimators are for the Ecm = 500 GeV machine.

magnet is kept low (∼0.1 Tesla) to allow for a thin septum blade of a few millimetres;
a complete description can be found in [13].

7.6.2 Beamstrahlung photon extraction

The 360 kW of beamstrahlung power is extracted cleanly through the large aperture
final telescope to a water dump. To localise the main power deposition in one heavily
shielded area, the beamstrahlung dump is located (integrated) at the same position as
the main spent beam water dump (240 m downstream of the IP)1. The key features of
the system (shown in figure 7.6.4) are:

• a 10 mm radius collimator located 18 m from the IP (designed to mask the detec-
tor from the incoming synchrotron radiation) intercepts less than 1 W of beam-
strahlung power;

• the intermediate quadrupole doublet (∼150 m from the IP) with 70 mm bore
radius is shielded by a 55 mm radius collimator which intercepts about 40 W of
beamstrahlung power;

• the main beamstrahlung collimator (dump), which has a central 20 mm diameter
aperture to allow for the incoming beam; the ∼40 kW of low-angle beamstrahlung
which passes though this aperture is dumped in a smaller (solid) beam dump
located directly after the first C-dipole of the CCS.

7.6.3 Pairs and radiative Bhabhas power deposition

Although the ±10 m region around the IP is free from spent beam loss, lower energy
radiative Bhabhas and e+e− pairs — which experience large disruption during the

1This results in the stretching of the final telescope optics discussed in section 7.2.5.
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Figure 7.6.5: Average power density (W/m) deposited by the e+e− pairs and the radiative
Bhabhas (bremsstrahlung) in the IR.

bunch collision — are over-focused by the IR doublet quadrupoles. The power densities
deposited on the beam pipe (shown in figure 7.6.5) are smaller than the 3 W/m limit
set by cooling capacity of the cryogenic system for the s.c. IR quadrupoles [33].

7.7 Main Beam Dump System

This section discusses the main characteristics, features and safety aspects of the main
beam dump system. Many of the basic considerations of the dump system are discussed
in detail in [83]: in the following, therefore, emphasis is placed on those aspects that
differ or are new. A more detailed description of certain subcomponents of the system
can be obtained from the cited references. The numbers quoted are for the design beam
power for the 500 GeV machine (11.3 MW). Where necessary, comments concerning the
800 GeV upgrade (17.5 MW beam power) are included.
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E0, particle energy 250 GeV 400 GeV

Nt, particles per bunch train 5.64 · 1013 6.84 · 1013

νrep, repetition rate 5 Hz 4 Hz

Iave, average beam current 45µA 43.8µA
Wt, energy per bunch train 2.3 MJ 4.4 MJ
Pave, average beam power 11.3 MW 17.5 MW

Table 7.7.1: Beam parameters relevant to the beam dump system for the 250 GeV main
linac beam and its 400 GeV upgrade option.

7.7.1 Requirements and basic concept

The important beam parameters relevant to the dump are given in table 7.7.1. The
current high-luminosity parameter set represents a 50% increase in the average power
requirement compared to the CDR parameters [83]. Solid dumps are ultimately limited
by the thermal conductivity of the material, and already become technically difficult
beyond several hundred kW of beam power: in the MW regime, therefore, the only
reasonable and technically feasible solution is a water dump, which can handle the high
power by a sufficient mass flow of water towards an external heat exchanger [87].

Figure 7.7.1 shows the conceptual layout of the main parts of the dump system.
The same dump is used for the main spent beam, and for the fast emergency extraction
line (FEXL), described in section 7.2.6 (the main extraction line is described in section
7.6); as a result the dump requires an entrance window at both ends of the water vessel.
A single cooling system (per side) is intended to serve both the main spent beam dump
and the beamstrahlung collimator (section 7.6.2); if a second IR is constructed, then
the same cooling plant can also be used for the additional dumps, since the total power
at any given time can never exceed the maximum single beam power.

7.7.2 Design of water vessel

Most of the beam power should go into the water and not into the mechanical container:
hence the vessel must be built from a minimum amount of mechanically strong and
corrosion resistant material, which in addition represents a small source of induced
radioactivity. The dump consists of about 11 m3 of water, which is housed in a 10 m
long (27.7 radiation length) cylindrical titanium vessel, with a radius of 60 cm (6.3
molière radii), and a wall thickness of 15 mm.

According to 250 GeV shower simulations using the MARS code, energy escaping
from the absorber is at the 1–2% level, and is dominated by radial leakage. Since pen-
etration of the shower varies only logarithmically with energy, we can assume that the
leakage power out of the vessel and into the surrounding shielding scales approximately
linearly with incident beam power: an increase of ∼50% is therefore expected for the
800 GeV upgrade.
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Figure 7.7.1: Schematic side view of the main linac beam dump system and its subcom-
ponents.

Although relatively small, the leakage power is still more than 100 kW, and an inner
shell of aluminum is required to significantly reduce the power density on the outer
concrete shielding [86]. Aluminium was chosen because of its low residual radioactivity
and high thermal conductivity. The removable shield will be thermally coupled to the
water vessel. Gaps between the vessel and shielding, or within the shielding volume
must be kept to a minimum to reduce air activation. For further details on radiation
safety issues see section 8.3.

The absorption of all Nt particles of one bunch train leads to a certain energy
distribution in the water, which directly translates into an instantaneous temperature
rise with its maximum (∆Tinst)max somewhere on the shower axis. If E0, Nt and the
absorber material are fixed, (∆Tinst)max only depends on the area of the incoming
beam. The risk of boiling is avoided by:

• pressurising the water to 106 Pa (10 bar), which pushes the boiling point to about
160◦C; and

• limiting the instantaneous temperature rise to < 40◦C (assuming that the water
has a temperature of ∼50◦C before the arrival of the beam).

The latter constraint sets a minimum RMS beam radius at the dump of 19 mm and
30 mm for Ebeam = 250 GeV and 400 GeV respectively. For an undisrupted beam (i.e.
no collision), the RMS beam size at the dump is only 1×0.4 mm2 which is far too small:
therefore the effective spot size has to be increased by using a fast sweeping system
[88], that distributes all the bunches of the bunch train around a circle of radius 5 cm at
250 GeV (8 cm at 400 GeV) on the face of the dump. The fast sweeping system consists
of a set of orthogonal deflectors excited with a sinusoidal current of the same frequency
but with a 90◦ phase shift. The frequency needs to be at least 1 kHz in order to evenly
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Figure 7.7.2: Concept of the (vacuum) exit and (water) entrance window, which is based
on a titanium-graphite sandwich design.

distribute all the bunches from a single bunch train (950µsec). Pulsed iron yoke dipoles
sitting outside of the vacuum chamber will be used. Several independent modules in
each plane are foreseen to allow safe operation should one fail. As an additional safety
measure, the sweeper system will be triggered early enough to prevent the extraction
of the bunch train from the damping ring should a failure in the system be detected.

7.7.3 Entrance and exit windows

Figure 7.7.2 shows the concept of the dump window. The beam passes through an exit
window at the end of the vacuum system before it enters the water absorber through
a second (separate) window: using two windows provides a level of redundancy in the
event of a leak. The volume between the two windows requires a rough vacuum to avoid
air activation. Windows for pulsed beams suffer from cyclic mechanical stress due to
instantaneous heating. A 5 Hz operation and a 10 year lifetime gives in total about
109 cycles. Normally materials with high specific heat like beryllium are preferred; but
given the required high number of cycles titanium alloys are good candidates. Available
data for such alloys shows that the maximum allowed particle density (dN/dA)max at
the window as a function of the number of cycles (before failure) tends to a constant
value of ∼ 4 × 1012 /mm2 after ∼ 104 cycles [89]. Unfortunately data only exists
up to 107–108 cycles. However, even for the undisrupted beam, the particle density
on the window is a factor of ten less than this limit due to the constraint from the
instantaneous temperature rise of the water.

The titanium membranes in both windows are reinforced by graphite disks as shown
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in figure 7.7.2. In the case of the (vacuum) exit window, the graphite (which is located
on either side of the membrane) will help to conduct away the average power1 of
30 W/mm2 towards the heat sink at the circumference of the window. For the (wa-
ter) entrance window, average heating is not a problem since the membrane is cooled
directly from the dump water.

The performance of the window is only dependent on the peak particle density
and average beam current, and not on the beam energy: therefore, the window can
also be used for the 800 GeV upgrade, since the average beam current remains roughly
the same, and due to the increased sweep radius, the peak particle density is also
approximately constant. Since the performance is not energy dependent, experience
can be obtained from tests at the TESLA Test Facility Phase 2 (TTF2), where such a
graphite-titanium sandwich-like window will be installed as an exit window.

7.7.4 Water system

Removal of the heat dissipated by the beam in the water vessel will be done by a special
water in- and outlet system. The flow of water though the vessel is dictated by two
constraints:

• to renew the volume of water that the shower sees for each beam pulse, a flow of
∼0.5 m/s perpendicular to the shower axis (at the critical longitudinal position)
must be guaranteed; and

• a continuous (bulk) flow of 100 kg/s, or 360 m3/h of water towards an external
heat exchanger is required to handle the average power.

The temperature drop between in- and outlet is ∼30◦C. The heat exchanger is part of
an ambitious water preparation plant, schematically shown in figure 7.7.3; the system
must also handle the radiological and chemical aspects of the dump water.

It is expected that the dump water will remain in the closed system for the en-
tire lifetime of the collider. For pure water, The following radioactive nuclei will be
produced (half-life in brackets): 15O (2 minutes); 13N (10 minutes); 11C (20 minutes);
7Be (54 days); and 3H (12 years). The activity of the 7Be and 3H saturate at 66 TBq
and 7.3 TBq respectively. After decay of the short-lived isotopes, the outside dose rate
is mainly determined by the 478 keV γ particles from the 7Be decay, since the 20 keV
electrons from tritium decay will not penetrate the walls of the water system. If dis-
tributed evenly in a total water volume of 10 m3, the estimated dose rate at the surface
of a 300 mm diameter tube is about 500 mSv/h; this value will be reduced by two to
three orders of magnitude if a few percent of the total water flow is passed through a
resin filter which removes the 7Be. In addition, the filter removes other particles and
therefore maintains the purity of the water, which is essential for avoiding corrosion.
Radiolytical damage of the filter material is reduced by a delay line in front of the filter
to allow the short-lived products to decay.

1Assuming an average current of 45µA
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Figure 7.7.3: Schematic overview of the water system required for the main beam dump.

There will be a small gas volume (most probably He) at the top of the dump vessel;
it will protect the vessel from pressure waves induced by instantaneous heating in the
event of a failure of the fast sweeping system. The gas buffer will also maintain the static
pressure and compensate for slow expansion due to different average temperatures of
the dump water. All gaseous constituents not dissolved in the water will accumulate in
the buffer: special attention must be paid to hydrogen, which is produced via radiolysis
with a rate of 3.6 l/s [85]. A catalytic hydrogen recombiner and a gas analyzing station
will be connected to the buffer volume.

The system needs to be leak-tight at the level typically found in vacuum systems;
this requires gas-tight components (pumps, heat exchangers, etc.), welded or metal
sealed connections, and a proper choice of materials to avoid harmful water-chemical
reactions. A water analysis station will monitor relevant parameters such as acidity, ion
concentrations and conductivity. However the possibility of a leak requiring a repair
or exchange of a component has to be foreseen. Once a leak has been detected by
monitoring water pressure and level, the system will first be flushed into the storage
container to remove the dominant source of radiation, allowing work to proceed on the
necessary mechanical parts after a relatively short cool-down period.

All walls of the hall for the system have to be sealed with a special paint to collect
leaking water. The primary cooling circuit is separated from the the general cooling
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water by an intermediate secondary loop, which has a higher pressure than the primary
one. The loop protects the general cooling water from being contaminated, in the event
of leaks in either of the heat exchangers. The whole water system will be housed in
the dump hall.

The design and fabrication of such a complex water dump represents a significant
technical challenge. However, similar systems already exist: e.g. the 25 GeV, 2.2 MW
water dump at SLAC [84]; spallation neutron sources like the SINQ at Paul Scherrer
Institute (PSI); or research reactors. By using the experience gained at these and other
facilities, a safe and technically feasible design can be achieved.
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8 Infrastructure and Auxiliary Systems

8.1 Introduction

Different conventional facilities have to be set up for TESLA. This chapter describes the
buildings and infrastructure, which are necessary for the construction and operation
of the Linear Collider and the integrated X-ray Free Electron Laser facility. Radiation
safety aspects are also discussed (section 8.3). Tunnels must be constructed to house the
linear accelerators and the beam distribution system of the X-ray lasers. Underground
buildings are needed for the High Energy Physics detector and the beam absorbers. The
helium plants (section 8.7), the cooling water supply (section 8.5) and the modulators
for the klystrons are, as the X-FEL experiments, in halls above ground. In addition
halls have to be built for the tests of various components. In total eight new areas
outside of the DESY site are necessary for TESLA.

Before describing the different buildings and plants some basic considerations will
be made.

There is a consensus in the TESLA collaboration that the Linear Collider and
the X-ray FEL facility must be built at an existing laboratory to make optimal use of
available know-how and infrastructure. In the 1997 Conceptual Design Report two sites
had been presented, Fermilab and DESY. This report describes the civil engineering
of the TESLA facility at DESY in Hamburg as a detailed layout. The resulting costs
are site dependent. The selected site is favourable with respect to costs as the area is
flat, and the soil conditions are well suited for a tunnel boring technique.

TESLA is a Linear Collider with one head on collision point for the annihilation
of electrons and positrons. However, an option for a second interaction point with a
crossing angle of 34 mrad is included. This experimental section is intended either for
electron-positron and electron-electron collisions or for photon-photon collisions. The
first section of the electron accelerator is used for the integrated X-ray laser facility.
As a further option HERA could be operated as a stretcher ring for nuclear physics
experiments, using part of the electron linac as an injector (see chapter 4 in part VI).
Additionally the positron linac could be operated as an accelerator for electron scat-
tering experiments at a gas target similar to the HERMES experiment at HERA (see
chapter 3 in part VI). A future option is the collision of protons stored in HERA with
electrons accelerated in both TESLA linacs with a three to five times higher centre of
mass energy than today (see chapter 2 in part VI). For this option TESLA must be
orientated in the direction of one of the HERA straight sections. From these consider-
ations it was concluded that the tunnel starts on the DESY site and runs in direction
North-Northwest, parallel to the straight section West of HERA.
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Figure 8.1.1: Schematic layout of the TESLA facility.

By far the largest building element is the main tunnel for the accelerators, beam
lines and the various auxiliary components like klystrons, waveguides, power supplies,
cables, electronics racks and water distribution. This tunnel has a total length of
about 33 km and is built by a Tunnel Boring Machine (TBM). This technique is the
same method as uses for the HERA tunnel. Tunneling has the smallest impact on
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the existing surface buildings and infrastructure and on the natural environment. The
technique is ideally suited for the soil conditions (mainly sand along the entire length
of the linac). The inner diameter of the tunnel is 5.2 m. This size is the result of an
optimisation process between the required space for installations and the construction
costs, part of which scale linearly with the tunnel diameter.

Four additional tunnels with 3 m diameter and 1 km length each are needed for the
return arcs of the damping rings.

An underground experimental hall for the Particle Physics detector is located on
the campus in the centre, which also accommodates the X-ray laser facility and some
additional office buildings and workshops.

Seven cryogenic plants are distributed along the main tunnel, four for the southern
electron linac and three for the northern positron linac. This asymmetry is due to the
operation of the FEL facility.

In 1998 the two federal German states “Freie und Hansestadt Hamburg” and “Land
Schleswig-Holstein” passed a law to create the planning basis for the construction and
the operation of TESLA. The legal procedure in Germany is known as ‘Planfeststel-
lungsverfahren’.

8.2 Site Layout and Civil Construction

8.2.1 Overall layout

The linac tunnel, including the beam delivery system, has a total length of about
33 km and is straight in the top view. In the side view the tunnel is mainly horizontal.
This means it follows the curvature of the earth surface. Due to the constraint for the
electron proton option the tunnel runs parallel to the HERA straight section West. The
tunnel starts on the DESY site to make use of the existing infrastructure. Figure 8.2.1
shows an overall view of the Linear Collider site. From DESY close to the border of
Hamburg the tunnel crosses the whole county of Pinneberg. Over a large fraction, the
tunnel runs parallel to the motorway A23 from Hamburg to Itzehoe. The end of the
tunnel is near the village Westerhorn. The tunnel starts laterally shifted beside the
HERA hall West and bends with a radius of 500 m after several hundred meters into
the main direction. The initial section of the tunnel houses the injectors for the High
Energy Physics and X-FEL operation. The machine runs under two districts in the city
of Hamburg and fifteen towns and villages in the county of Pinneberg. The campus in
the centre of TESLA is south of the village Ellerhoop. An underground experimental
hall for the particle physics detector and two underground halls for the beam dumps
are located in this area. The site also accommodates the X-FEL underground beam
distribution system and experimental hall, which is above ground.

Seven cryogenic halls are distributed along the main linac tunnels. They are con-
nected to the tunnel via shafts. One plant can supply a 5 km long tunnel section. In
the first part of the electron linac the heat load is higher than in the rest of the machine
due to the additional acceleration of an electron beam for the X-FEL operation. Here
a cryogenic plant supplies only a 2.5 km long tunnel section. This is the reason for the
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Figure 8.2.1: Site map of the Linear Collider and X-FEL at DESY in Hamburg.



8.2 Site Layout and Civil Construction II-227

Bevern (km 20.5) Ellerhoop (km 16.5) Borstel (km 12.3)

Westerhorn (km 32.8) Bokelsess (km 30.3) Vossloch (km 25.5)

DESY (km 0.0)Halstenbek-Süd (km 4.7)Halstenbek-Nord (km 7.5)

Figure 8.2.2: The various stations along the TESLA site.
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Figure 8.2.3: Elevation of the linac tunnel.

asymmetric distribution of the cryogenic halls along the TESLA route, namely four
halls in the south electron linac and three in the north positron linac.

Each tunnel section ends in a shaft. In Westerhorn, at the end of TESLA, an
entrance hall comparable to an external HERA ground building covers the shaft. The
hall has 20 m× 20 m floor space and 10 m height. The cryogenic halls cover the other
shafts. Some shafts serve also as a connection for the damping ring return arc to
the main tunnel. All shafts can be used for mounting and dismounting of the Tunnel
Boring Machines (TBMs) and for access to the tunnel during machine installation
and maintenance. Further temporary shafts are necessary for the connection of the
damping ring return arcs and for the beam delivery to the X-FEL laboratory.

The main part of the tunnel is bored in quaternary sand and a smaller part is
in marl. The whole tunnel is below the ground water table over nearly the entire
length. With the well-proven tunnel boring technology buildings at the surface remain
completely unaffected.

The interaction point HERA West is about 20 m above sea level. The axis of the
linac tunnel lies at 8 m below sea level. Additionally, the HERA plane is tilted by
1 % and the straight section HERA West has a vertical slope of 8 mrad. The tunnel
follows the slope for about 3 km and then bends with a radius of 5 km into the horizontal
direction at 8 m below sea level. In figure 8.2.3 the elevation of the linear collider tunnel
is shown. The thickness of the ground above the tunnel is between 7 m below the level
of the Pinnau and 23 m between Borstel-Hohenraden and Kummerfeld, sufficient to
guarantee radiation shielding.

A special situation is given in the village Rellingen about 8.5 km away from DESY.
In Rellingen the TESLA tunnel runs directly under an 18th century church. The tower
was founded on much older buildings and the church is a historical monument. The
distance between the top of the tunnel lining and the church foundations is 14 m. This
is a very safe distance for a tunnel construction by a TBM in soil. Nevertheless it
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was investigated whether there could be any risk to the ancient building [1], [2]. As a
reference the motion of the church will be monitored starting in 2001.

8.2.2 Main tunnel

The inner diameter of the main TESLA tunnel is 5.20 m as at HERA. The achievable
precision of a bored tunnel with this diameter is about 10 cm in the transverse direc-
tions. Therefore a diameter of 5 m can safely be used for the installation of machines
and beam lines. The tunnel will be bored with a tunnel boring machine and lined
with precast watertight concrete segments called tubbings. The TBM will be similar
to the HERA boring machine. A cutting head rotates in a compartment filled with
a pressured liquid called bentonite. The bentonite suspension resists the soil and hy-
draulic pressure to avoid displacements on the surface above the tunnel. The liquid
also stabilises the sand in front of the boring machine and transports the soil, which
is removed by the rotating cutting wheel. Above ground the soil is separated from the
bentonite. The regenerated suspension is pumped back to the machine. In the steel
cylinder behind the milling wheel (called the shield) a complete tunnel ring is assem-
bled from tubbings 30 cm thick and 1.20 m long. A ring consists of seven tubbings and
has a weight of 15 t. The diameter of the wheel is 6 m. The slit between the soil and
the tubbings will be filled with concrete. Minimal settings on ground are not avoidable
but are below 1 cm.

Based on HERA experience the TBM speed is assumed to be 10 m per day on
average and 14 m per day maximum. The machine will run 24 hours a day, five days a
week, 250 days a year: hence one TBM will bore 2.5 km of tunnel per year. With four
machines running in parallel the total tunnel construction time will be about 3.5 years.
Twenty trucks per day per access shaft will be required to transport the earth away;
eight trucks per day are required to deliver the tubbings.

During the installation time and the shut down periods the whole tunnel will be
ventilated with dried air. The ventilation will be stopped during accelerator opera-
tion. For smoke exhausting the ventilation can be sped up, reversed and exhausted at
the next shaft or hall. The northern and southern tunnel sections form separate fire
compartments. The longest escape route has a length of about 5 km. Fire protection
walls shield the shafts. The fire load in the tunnel will be minimised. Unavoidable fire
loads will be shielded by small fire compartments or protected by a fire extinguishing
system, if necessary. Smoke and fire detection systems are installed in all tunnels.

8.2.3 Damping ring tunnels

For the arc of the damping rings four additional tunnels are necessary. These tunnels
have an inner diameter of 3 m and a total length of approximately 4 000 m. They
are separated from the main TESLA tunnel via special separation shafts, which can
be built as caisson cylinders of approximately 15 m inner diameter. Four of these
separation shafts are accessible from the surface through cryogenic halls. These access
shafts are also used for maintenance and supply (water, cryogenics, modulator cables
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Figure 8.2.4: Access shaft and damping ring tunnel.

and electrical power). The remaining four separation shafts are only accessible during
the construction time. They will be closed after the tunnel is finished and the surface
area will be reconstructed.

The damping ring tunnels have a bending radius of 148 m at the tunnel axis. Be-
cause of the small bending radius they have to be constructed from tubbings. Ring
segments formed from tubbings are capable of following a much narrower curvature
than full tubes.

8.2.4 DESY site and external areas for the cryogenic plants

The Linear Collider tunnel starts on the DESY site (figure 8.2.5) in Hamburg-Bahrenfeld.
The first access shaft is next to the HERA hall West. The tunnel boring machines for
the main tunnel and the electron damping ring arc will be assembled in this shaft.
A second temporary shaft is necessary to reconnect the arc into the main tunnel and
to dismount the small TBM. A third shaft in the main tunnel is necessary to enable
the connection between TESLA and HERA. This shaft must be finished before the
arrival of the TBM. The connection to HERA will be made later. The starting point
for the main tunnel is laterally shifted from the HERA hall. After a distance of sev-
eral hundred meters the tunnel bends into the main direction with a radius of 500 m.



8.2 Site Layout and Civil Construction II-231

110 kV

main electron linac

micro tunnel

damping ring arc

injection linacs

HERA

cryogenic hall

HERA hall west
pre linacs

Figure 8.2.5: The station at the DESY site.

From this point on, the tunnel is straight from the top view. Here also starts the main
electron linac. The initial section houses the injectors for the collider and X-ray lasers.
The cryogenic plant, modulator hall and cooling water systems for the first 2.5 km of
the electron linac are on the DESY site. The next 2.5 km section is supplied by the
cryogenic plant located at the 5 km point. Each of the other five plants supplies about
5 km of the superconducting linacs. The total of six areas distributed along the linac
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are named after the villages nearby. In the table 8.2.1 all sites are summarised. Each
site has an area of about 40,000 m2.

An access shaft connects these ground buildings with the tunnel. The shaft has an
inner diameter of about 15 m. The cryogenic and water pipes and HV, power and aux-
iliary cables pass through the shaft into the tunnel. For installation and maintenance
a hall crane will lift heavy components through the shaft. All service halls will be
connected separately to the public main high voltage grid (see section 8.4). Optionally,
high voltage power supply through the tunnel is conceivable.

Site Position
L/km

DESY 0
Halstenbek-Süd 4.7
Halstenbek-Nord 7.5
Borstel 12.3
Ellerhoop 16.8
Bevern 20.5
Voßloch 25.5
Bokelseß 30.3
Westerhorn 32.8

Table 8.2.1: Names and positions of the stations along the linac.

8.2.5 Central site in Ellerhoop

The underground experimental hall for collider experiments at the interaction point is
located south of the village of Ellerhoop and north of the creek Bilsbek. Figure 8.2.6
shows the arrangement of the experimental and dump halls. The area has a size of
about 540,000 m2. In tunnel direction the site is roughly 800 m long. The surface lies
between 6 and 10 m above sea level. The groundwater table (depending on rainfall) is
about 6 m above sea level. The soil in Ellerhoop consists of quaternary layers of sand
and marl on the top and tertiary layers of sand and clay below.

The underground hall for the High Energy Physics detector has a floor space of
82 m × 30 m and a height of 19 m below the hook of the 80 t portal crane. For the
option of a second interaction point with a crossing angle of 34 mrad, the tunnels can be
separated in an underground shaft. The southern shaft will also be used to separate the
X-FEL beams. These shafts are constructed together with the first interaction region.
The tunnels and buildings for the second interaction region could be constructed at
at later date. The second experimental hall could be an extension of the first one or
shifted in beam direction. In the first case the available space for the two detectors is
limited, for the shifted version the distance between the two halls is fixed by the bunch
spacing.
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Figure 8.2.6: Overview of the campus area in Ellerhoop.

The two beam dump halls are located 250 m away from the interaction point. The
beams are orientated downwards with an angle of 15 mrad into the dumps. The floor
space of both halls is 35 m × 25 m and the available hall height is 15 m. Additional
dump buildings will have to be constructed for the second interaction region.

The positron source is installed in the southern beam delivery section. A bypass
tunnel below the experimental hall houses the transport line to the positron linac. The
bypass tunnel connects the two dump halls.
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Figure 8.2.7: Cross-section of the TESLA tunnel.

The X-ray Free Electron Laser laboratory is also located on the central area, east
of the main tunnel. After separation from the linac tunnel, the beams for the FEL are
guided upwards in a tunnel to the switchyards with a slope of about 10 mrad. For the
tunnel separation in the X-FEL switchyard shafts are necessary. Some of the shafts
can be used for access, others will be covered after construction. The inner tunnel
diameter for the electron beam lines is 4 m and for the photon beam lines 2 m. The
beam dumps are installed in four underground halls. They are similar to the dumps
for the main linac. There are ten photon beam lines which supply the experiments in
the X-FEL hall. The floor space of this hall is about 200 m × 45 m and the available
hall height 15 m.

In addition to the experimental halls workshops, administrative and social buildings
and streets have to be constructed on the central area. The planned floor space covers
20 000 m2 in total.

8.2.6 Tunnel layout

The cryogenic modules of the superconducting linac, the beam lines for the damping
rings and X-FEL and the auxiliary components are installed in the 5.2 m diameter
tunnel. A tunnel cross section is shown in figure 8.2.7 and a virtual view into the tunnel
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Figure 8.2.8: Virtual view into the TESLA tunnel.

in figure 8.2.8. The tunnel cross section is divided basically in three vertical and two
horizontal areas. Referring to figure 8.2.7, the left section is reserved for the sensitive
accelerator and beam line components and for the RF-distribution. A walk path is
located on the left side for installation and maintenance. The central area is reserved for
the transport system and all auxiliary components. These components like klystrons,
power supplies, electronics, water and vacuum pumps are installed in special containers.
This arrangement guarantees quick exchange during the short regular maintenance
periods. The transport system for personnel and material is a monorail. The rail is an
I-beam bolted to the top of the tunnel. The forward and return pipes for water-cooling
are mounted in small channels on the floor. The channel collects the leakage water.
The third area of the tunnel cross section is reserved on top for the main walk path
and below for the pulse power cable trays. The walk path is kept free at any time
for emergency reasons. In addition the free space will be used for the lines-of-sight for
optical survey.

The lifetime of the electronic components is limited by radiation background. The
selected electronics are operable up to an integrated radiation dose of 100 Gy. The
radiation background is mainly determined by the dark current of the cavities, which
is limited by the additional heat load of the 2 K helium circuit. Most of the power of the
lost electrons is absorbed in the cold mass, namely the cavity, the 2 K helium and the
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helium container. A value for the required shielding to suppress radiation damage was
calculated [7]. The result is that the lifetime of the electronics components is about
10 years without any additional shielding. However, space for additional radiation
shielding is reserved.

8.2.7 Safety and Rescue Systems in the Tunnel

Safety of personnel and equipment in the tunnel have to be provided during con-
struction, shutdown, maintenance, and operation of TESLA. The tunnel has segments
between access shafts with a longest distance of 5 km. The resulting escape and access
times largely determine the organisational and technical means for rescue as well as for
fire protection.

• Access to the tunnel is restricted to instructed personnel.

• Rescue and transportation of persons is speeded up by the monorail train system
used for transportation of equipment.

• Fire loads are minimised and kept in compartments or small hermetic containers
acting as fire compartments.

• Several levels of fire control and fire fighting are in place which react very early
and keep fires well localised. The automated or remotely controlled levels foreseen
include (1) component malfunction detection and very early smoke detection, (2)
cutting the electric power per component and (3) per tunnel segment, (4) local fire
control or suppression, and (5) remotely controlled fire fighting with the monorail
trains. Only a final level includes human emergency intervention in the tunnel.

The technology available for tunnel safety is developing fast following the experience of
fire hazard in the recent past. TESLA will benefit from this ongoing development. The
measures considered for TESLA which are described in the following are available with
present-day systems and satisfy the goals as to protection of personnel and equipment
in the tunnel.

• The pulse cables constitute the main fire load in the tunnel. Each cable is cov-
ered with fire protective coating. Two containment options are considered: (1)
longitudinal compartment for the cables within the tunnel, (2) fire shields in the
cable area in ≈ 50 m intervals along the tunnel. The cable area is equipped with
its own very early smoke detection and fire fighting system. Fire detection levels
cut the power and activate the fire fighting system.

• Hermetic electronic and electric containers located along the tunnel in about 50 m
intervals are each equipped with early smoke detection in the internal air cooling
circuit. Fire detection cuts the power of the container.

• Other fire loads like magnets and electronics are more distributed along the tun-
nel. The transformers positioned at ≈ 50 m intervals are shielded in two-layer
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hermetic containers. For all of these fire loads and for temporary fire loads
present during maintenance work, a very early smoke detection and fire fighting
system covers the full cross section of the tunnel. Detectors have a resolution of
about 50 m along the tunnel. Fire detection levels cut the power and activate the
fire fighting system. The system is effective whether people are in the tunnel or
not and ensures sufficient time for rescue or monorail intervention.

• The monorail trains are primarily used for transportation of equipment in the
tunnel which includes remote control operation. In addition, for their safety
tasks, they are equipped with (1) space for injured people, (2) battery backup
for the motors, (3) fire fighting system with a reservoir of water / foam agent
on the train. Radiation hard cameras and sensors for vision within smoke-filled
areas are considered for remotely controlled fire fighting.

• During installation, shutdowns and maintenance the tunnel is ventilated with
dried air over the full length. The ventilation is stopped during operation. To
exhaust smoke the ventilation can be switched to maximum speed, with the
direction of air flow chosen according to smoke situation, and with exhaust to
the next shaft or hall.

• Access control and communication systems are installed at the access points
and in the tunnel for normal operation. The communication system integrates
personnel distress equipment which allows localisation of persons needing help.

Staff specially trained for rescue and for fire fighting in the tunnel as well as in the
experimental halls will be made available.

8.2.8 Plan approval procedure

The two federal German states of ‘Freie und Hansestadt Hamburg’ and ‘Land Schleswig-
Holstein’ will host the TESLA project. In 1998 they passed a law (Gesetz zum
Staatsvertrag) allowing the formation of the planning basis for the construction and
operation of a linear accelerator [4]. A common plan approval procedure will be used
for both states. The approval authority (Planfeststellungsbehörde) is the Head Bureau
of Mining (Oberbergamt) in Clausthal-Zellerfeld. At a meeting held by the authority
and attended by all parties concerned (both public and private), the next steps to-
wards a formal planning procedure were agreed upon. The tunnel route was fixed, and
the scope was defined as the boundaries of the single central and seven external sites,
together with the maximum volume of the ground buildings. Within this scope the
design can be changed even after planning approval. An environmental impact study
is also mandatory and is currently in progress, with completion expected in 2001. The
formal procedure, for which preparations are under way, will begin after the general
project approval is given. Based on a Europe-wide tendering procedure, contracts for
the planning of all TESLA buildings will be awarded in the first quarter of 2001. The
first step of hydro-geological report is finished [6]. The tunnel and the underground
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halls have negligible impact on the ground water. In principle the pumping of 50 m3

water per hour for cooling purpose is acceptable. The detailed impact of the wells in
the neighbourhood has to be studied in a further step. An additional result of the study
is a hydro geological profile along the TESLA route. The tunnel runs in soil formed
by ice-age (quaternary) deposits essentially. This is water-conducting sand covered by
non-water-conducting marl. However, in Ellerhoop the tunnel lies in tertiary layers
hardened during the ice-time by the glacier cover, which was several hundred meters
thick.

The planning of the ecological compensation of the areas covered by buildings will
be started in 2001. By 2002 all documents for the plan approval procedure will be
completed.

8.3 Radiation Safety

This section describes the radiation safety requirements for the TESLA linear collider.
The main potential locations of beam loss were identified from the point of view of
radiation safety. Different scenarios of beam losses at these locations were formulated
and both the impact on the environment and public and consequences for machine
operation and access to the machine were investigated. The main emphasis was put
on the impact of the collider operation on the public (local population) and the en-
vironment. Most important are here the limitation of the radiation level (doses) to
the public originating directly from stray radiation or indirectly through a potential
activation of soil and groundwater or air and coolants released from the facility.

Following the German regulation and the ALARA (As Low As Reasonably Achiev-
able) principle planning goals in terms of dose limits for all following studies were set for
the DESY site and for the public. The German regulation requires for surveyed areas
(“Überwachungsbereich”) local doses to be below 15 mSv/a, whereas for the public the
maximum allowed personal dose due to direct radiation and radiation from radioactive
release (activated air, water etc.) is 1 mSv/a and for radiation from radioactive release
alone 0.3 mSv/a. Considering the ALARA principle our planning goals for TESLA are
to stay bellow 1/10 of the above limits. This results in 1.5 mSv/a local dose for the
DESY site, 0.1 mSv/a personal dose for the public from direct radiation and radiation
from radioactive release and 30µSv/a from radiation from radioactive release alone,
whereas the natural doses in the northern part of Germany are about 1-2 mSv/a. Most
of the single dose contributions given below occur at different locations along the fa-
cility; therefore one has to keep in mind that these single dose contributions must not
be added together.

In comparison to the CDR [8] already two major design changes with positive
impact on radiation safety were done: 1. The positron source will now be in front
of the IP. Therefore the proposed 2 MW collimator system in the extraction line is
avoided. 2. All main beam absorber are now concentrated in dump halls and therefore
shielding and handling of activated material are much easier.

The studies of the radiological impact on the environment carried out by the DESY
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radiation protection group (summarized in [15, 16]) were evaluated by two independent
German institutes (Technischer Überwachungs-Verein Nord e.V. [21] and Öko-Institut
e.V. [22]). Both institutes agreed on our basic assumptions and calculations and found
no major problems for an implementation of TESLA in the foreseen way. In their
opinion the following items have to be studied in more detail: leakage in dump water
system, beam loss and evaporation of activated material, losses at collimators, soil and
groundwater studies near the dump halls.

8.3.1 Basic parameters and main locations of beam loss

The basic parameters for all following simulations and calculations concerning radiation
safety are as follows: The beam energy will be 250 GeV and the total power of one
beam will be 11.3 MW. The total operation time per year is assumed to be 5000 hours.
In table 8.3.1 the main locations of beam loss, power, beam loss scenarios, resulting
implications, consequences and references to the studies done are given. One has
to keep in mind that the dump and collimator designs are still in progress. For all
main locations of beam loss different scenarios were formulated and the impact on and
consequences for the public and environment and operation and access are given.

8.3.2 Stray radiation due to neutrons

There are two different kinds of secondary radiation capable of penetrating thick ma-
terial layers. High energetic neutrons are considered here, muons follow in the next
subsection.

The maximum annual dose for the public living above the main linacs is estimated
as follows: The worst possible scenario with respect to radiation safety is a failure
of the beam loss monitor system in the tunnel during a loss that is just not large
enough to damage the accelerator and so to terminate the operation. The inherent
safety mechanism is based on the fact that more than 3/4 of the lost power is absorbed
by the cold mass. That means dramatic pressure rise in the 2 K cooling circuit and
therefore the loss of superconductivity and acceleration over a 2.5 km long section. To
cover such a very unrealistic worst case scenario a loss of 100 W/m is assumed during
100 h of operation per year. This leads to an annual dose equivalent of 0.6µSv for the
minimal thickness of the soil layer above the tunnel of 8 m and 5 × 10−6 µSv for the
average thickness of 14 m [14, 15, 16] The acceptable average power loss of 0.1 W/m
for the main linacs during 5000 h per year leads to values by a factor of 20 less than
those mentioned above.

Local loss points such as emergency dumps and collimator sections can be addi-
tionally shielded inside the tunnel according to the maximum local beam power loss.

For shielding of the dumps a few options were worked out [14, 15, 16]. The basic
one consists of 3 m ordinary concrete and 7 m sand leading to a maximum annual dose
equivalent of 120µSv on the earth surface directly above the dump halls, which will
not be on public ground.
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location of loss power of
loss

scenario main implications consequences ref.

main e+e− dump 11.3 MW 5000 h/a muons depth of tunnel [9, 12]
main γγ dump 11.3 MW 5000 h/a activation of

soil/groundwater
shielding [10,

15, 16,
23]

Beamstrah.dump
(in dump hall)

320 kW 5000 h/a activation of
air/cooling water

requirements on air
release/water cool-
ing system

[15,
16, 13,
23]

γ dump (from e+

source, 100 MeV,
in dump hall)

130 kW 5000 h/a residual activities no access possible
(robotics)

[13,
23]

γ and neutrons shielding [15,
16]

Beamstrah.dump
(at 500 m from IP)

42 kW 5000 h/a 0.4% of main dump
power

local shielding -

e− dump (from e+

source, 100 MeV)
15 kW 5000 h/a 0.1% of main dump

power
local shielding -

e+ source target
(28 MeV)

5 kW 5000 h/a γ and neutrons local shielding [24]

activation of target access restricted [24]
damping rings
(warm sections,
5 GeV)

24 kW (lo-
cal)

5000 h/a 0.2% of main dump
power

local shielding 8.3.2

cold linac sections 100 W/m
(acciden-
tal)

100 h/a γ and neutrons shielding and emer-
gency system

[15,
16]

0.1 W/m
(perma-
nent)

5000 h/a 8.3.2

septum (at 45 m
from IP)

1 kW 5000 h/a 0.01% of main
dump power

local shielding [11,
19, 20]

collimator (at
100 m from IP)

0.1 kW 5000 h/a 0.001% of main
dump power

local shielding [11,
19, 20]

XFEL dumps
(e−,γ, 50 GeV)

2.0 MW 5000 h/a 21% of main dump
power

see main dumps -

primary collimation
(5 GeV)

2.4 kW 5000 h/a 0.02% of main
dump power

local shielding -

beam delivery colli-
mation

12 kW
(acciden-
tal)

100 h/a 0.1% of main dump
power

local shielding -

120 W
(perma-
nent)

5000 h/a 0.001% of main
dump power

Table 8.3.1: Main locations of beam loss, power of losses, scenarios, main implications,
consequences and references to the detailed studies. All numbers given are for 250 GeV
beam energy.
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8.3.3 Stray radiation due to muons

Muons with maximum energies of 250 GeV are capable of penetrating 400 m of soil.
Those muons can hardly be shielded artificially. Thus, the muon radiation leads to the
direct constraint on how deep under the surface the tunnel must be. The most intense
muon sources are the main beam dumps. To reach the planning goal of 0.1 mSv for
the annual dose equivalent on the earth surface the thickness of the soil layer above
the tunnel should be more than 11 m up to a distance of 1 km in both directions from
the dump halls and therefore the e+ e− beams have to be deflected with an angle of
15 mrad downward to compensate for changes of the relief [9, 12].

In case of the γγ dumps, where the γ beams are coming from the second interaction
point, the tunnel has to be deeper by 3 m at the dump position to fulfill the same
requirements as mentioned above.

Loss points inside the tunnel such as collimators are acceptable as long as they ab-
sorb less than 1% of the total beam power (≈100 kW), assuming the minimal thickness
of the soil layer above the tunnel to be 8 m.

The XFEL dump must absorb a 50 GeV electron beam with 2.4 MW power. The
dump position has to be chosen such that there is an undisturbed soil cylinder in
direction of the beam with 8 m radius and 150 m length.

8.3.4 Activation of soil and groundwater

Around the main beam dumps the activation of soil and groundwater was estimated
by means of a simple model [10, 15, 16] and compared to limits derived from a very
conservative assumption. New Monte Carlo simulations of soil and groundwater acti-
vation behind a 3 m thick concrete shielding of the dump halls, and a more realistic
model of transformation of soil and groundwater activation in the first 50 cm around
the dump shielding into activation concentration of drinking water and doses for the
public can be found in [23]. It has been shown that even taking the big entrance hole of
the main dump into account, the production of Tritium and Sodium-22 in groundwater
for one year of operation is 3.2 Bq/g and 0.56 Bq/g respectively. Assuming a dilution
of 1/500 this transforms to a total personal dose of 14µSv/a [23]. This is well below
the legal limit of 300µSv/a and our planning goal of 30µSv/a.

Soil and groundwater can also be activated around a collimator inside the tunnel
(or other significant loss points) where a small fraction of the beam gets continuously
lost. A Monte Carlo simulation has been made for a 100 kW collimator [19]. In case
of the Beamstrahlung dump at 500 m from the IP (see table 8.3.1) with the largest
power loss of 42 kW and without any additional shielding (except the tunnel wall), the
activity concentrations are comparable to the above mentioned numbers for the main
dump shielded with 3 m of concrete. Therefore also for all other components in the
tunnel from table 8.3.1 with less power loss no additional shielding inside the tunnel is
necessary with respect to soil and groundwater activation.
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8.3.5 Activation of air

In the above mentioned studies [11, 19] also the activation of air was investigated.
On that basis another study [20] is in progress to develop ventilation concepts for the
tunnel section nearby the IP, where in total about 100 kW of losses are expected. Two
different ventilation concepts are examined to keep the activity concentration of the
air at such a low level that it can be blown out without using a chimney according to
the expected new German regulation. Both concepts are based on additional shielding
around the loss points and delay times to let the short living nuclides decay. In the
first concept (open loop) the air flows continuously through the tunnel with a velocity
of 0.6 m/s. The release point has to be about 4 km away to reach sufficient decay
times. The other concept is a closed loop system. The air circulates inside the tunnel
during an operation time of 1 month. After stopping the operation the air has to be
kept inside the tunnel for additional 3 hours before the release could start.

With respect to the dump halls all possible actions will be taken to keep the air
activation at the same low level or even lower as described above for the 100 kW
collimator case. This requires a closed ventilation system for any air in direct contact
to the dump components.

8.3.6 Activation of coolants

The highest activity concentration is expected in the dump medium which is water. It
circulates in a closed loop as it is described in section 7.7. Two long-living radioactive
isotopes have to be considered: Tritium and Beryllium-7. Their saturation activities
for 12 MW are 146 TBq and 60 TBq respectively and after 1 year of operation 4.6 TBq
Tritium and 56 TBq Beryllium-7 are produced. Therefore all parts belonging to the
primary cooling system are expected to be inside restricted areas (“Sperrbereich”).
A more detailed list of activation products can be found in [23]. Special safety re-
quirements have to be put on the dump water cooling system. Hence standard safety
techniques from nuclear industry will be applied to design the water system and handle
the activated cooling water.

The superconductive cavities are cooled with liquid helium. The coolant is contin-
uously transported within a loop consisting of accelerator structures in the tunnel and
a cryogenic plant outside. In shut-down periods a storage outside the tunnel should
also be possible and therefore the activation of helium may be of radiological interest.
The only possible activation product is tritium. An average beam loss of 0.1 W/m (see
table 8.3.1) leads to a specific activity of 70 Bq/g after 20 years of operation [18], which
is well below the release limit of 1000 Bq/g.

8.3.7 Other studies

The kryo shafts of the main tunnel are expected to allow access for DESY staff without
limitations. Shielding calculations were done in [17] with a power loss of 100 W/m
during 100 h per year (compare subsection 8.3.2). They led to a horizontal shield of
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2.4 m and a vertical shield of 1.2 m made out of ordinary concrete to reach 1.0 mSv/a
and therefore less than the planning goal of 1.5 mSv/a local dose.

As it is the case for the HERA accelerator also for the TESLA machine a radiation
monitoring system is needed to survey online dose rates at several locations along
the beam line. Therefore studies have been started to design new radiation monitoring
detectors to handle the timing conditions and a new data acquisition system to manage
the large distances at the TESLA collider.

8.4 Power Distribution

The electrical power consumption is dominated by the pulsed RF power supplies (mod-
ulators) and the cryogenic plants, which are located at the seven service halls along
the TESLA site. Additional consumers are sub-systems such as the damping rings
and beam delivery system (BDS), FEL user facility beam lines, power supplies and
electronics racks in the tunnel (magnets, klystron auxiliaries, low level RF, etc.), and
infrastructure components (e.g. water cooling, ventilation). An overview of the power
consumption for the different components and at the different locations is given in
table 8.4.1.

For the power distribution to the service halls the existing infrastructure of 110 kV
and 220 kV power lines will be used. Along the TESLA site, there are three distribution
stations (locations Hamburg-West, Halstenbek and Steinburg) and four overhead lines
(near Borstel, Ellerhoop, Bevern and Offenseth) available (figure 8.4.1). The existing
distribution stations will be upgraded by additional transformers. Four new distribu-
tion stations will be built under the power lines, equipped with high-to-medium (20 kV)
voltage transformers. The power will be transported to the service stations by 20 kV
power cables buried in the ground along existing roads. There is no need for cables at
high voltage (110 kV or 220 kV) level in the linac tunnel.

8.4.1 Medium and low voltage supplies

The choice of medium (20 kV) and low (400 V 3-phase, 230 V single phase) voltages
follows the industrial standard in Germany. There will be a switchboard plant with 20
independent 20 kV to 400/230 V transformers. The 20 kV transformers are air cooled
and installed outside next to the service buildings. An auxiliary supply from the public
grid is also foreseen. The modulators will be supplied from 690 V switchboard plants
installed in service rooms in the modulator halls. The helium compressors as single
high-power consumers require a special switchboard at 6 kV.

8.4.2 Power supply of the linac tunnel

Since the spacing between service halls is about 5 km, power has to be transported
into the tunnel over a maximum distance of 2.5 km. This is too long to be efficiently
done at low voltage level. Therefore only the first ≈500 m tunnel will be supplied
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with low voltage cables from each hall. For the remaining 2 km two medium to low
voltage transformer stations are foreseen in the tunnel, supplied by 20 kV cables. Each
station consists of two 315 kVA transformers, one for the klystron auxiliary systems
(e.g. focusing solenoid, filament heating) and one for the magnet power supplies and
electronics racks. The 20 kV cables and the cables for the distribution at low voltage
level are installed under the walkway in the tunnel (see figure 8.4.2). The transformers
are air cooled dry resin types with low stray field. The magnetic stray field of the cables
can reach up to 2µT at 1 m distance. The impact of the stray field on the beam is
drastically reduced by using stranded cables with a twist length of 1 m, short compared
to the typical betatron wavelength in the linac and in the damping ring.

In order to reduce the fire risk, fire retarded and non-corrosive (FRNC) cables will
be used. In addition, they will be covered with fire-proof paste. The current density
in the cables is relatively low, which keeps the heat load to the tunnel low and reduces
the fire risk. The total average heat load to the tunnel from the medium and high
voltage cables and the transformers amounts to about 24 W/m.

The tunnel lighting system will be supplied by a power distribution at 1 kV level.
There are 10 transformers installed under the ceiling per 2.5 km of tunnel section.

8.5 Watercooling and Air Conditioning

8.5.1 Watercooling System

The layout for the cooling circuits of the TESLA accelerator is divided up into separate
sections in the same way as the cryogenics system. Each cooling station has cooling
towers, pumps and control systems. The inlet water temperature into the tunnel will
be 30 ◦C and the outlet temperature will be approximately 70 ◦C. All klystrons and
magnets will be cooled directly and therefore deionised water with a conductivity of
1µS/cm must be used.

There are three possibilities for the recooling plant: wet, dry and hybrid systems.
The wet cooling tower works by water evaporation. It is a well-known system and it
is possible to have the required inlet temperature throughout almost the whole year.
The disadvantages are: the loss of water due to evaporation (in this case for each hall
50 m3/h), the requirement of an extra water loop with pumps, heat exchanger, control-
systems etc, cooling tower plume during winter time, the necessity for cleaning the
heat exchanger to avoid calcification.

The alternative dry cooling system has the advantage of simplicity and therefore
low-maintenance, because there is no requirement for an extra water loop. The dis-
advantages are the higher investment costs and approximately double floor space re-
quirement in comparison with the wet cooling system.

The hybrid cooler system which we choose for TESLA is a combination of these
elements: Dry cooling is used throughout the year, unless the ambient temperature rises
above 15 ◦C. At higher temperatures, which according to statistics occur in Northern
Germany only during less than one third of the year, the finned surface of the cooling
elements is wetted with water. The average water evaporation is thus only about 30 %
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Figure 8.4.2: Power distribution in the tunnel.

of that for wet cooling tower and the plume is avoided. Still the system is compact
and, if automatic desludging is incorporated, the maintenance requirements can be as
low as for a dry cooling tower.

The dominant part of the heat load to the cooling system in the tunnel comes from
the RF stations, with the klystron collectors and the absorbers for reflected RF power
being the main sources. For simple maintenance in the tunnel the elements for the
cooling system are installed in containers (figure 8.5.2) next to the klystrons (about
every 50 m) and equipped with quick connections to the local cooling circuits and the
main water distribution pipes. The collector cooling circuit requires enhanced water
flow and has therefore an additional booster pump. The conventional magnets for the
beam delivery system and transfer lines are directly connected with the main tubes
with a flow switch and a valve.

The use of deionised water with a conductivity of 1µS/cm as coolant restricts the
choice of material for the pipes to stainless steel, copper and bronze; stainless steel will
be used for the main pipelines. Booster pumps will pump the return water from the
tunnel level back to the surface level where the water cooling plant is installed. This
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Figure 8.5.1: Sketch of the cooling station for one service hall.

keeps the pressure of the return pipe as low as required by some of the RF system
components. The diameter of the tubes, installed on the tunnel floor (figure 8.5.4),
is 200 mm over the whole length of the linac tunnel. For operation at 500 GeV the
pressure in the supply water pipe is approximately 7.5 bar and goes up to 10 bar at
800 GeV.

The temperature of the return water is 70 ◦C . Therefore the return water tube
will be insulated with mineral wool of 70 mm thickness, which reduces the heat loss
into the tunnel to about 30 W/m. To minimise the mechanical stress in the tubes
due to thermal expansion there are compensators in the tubes. Every six metres is
a sliding support and between pairs of compensators a fixed support. The last or
direct connections to all elements (e.g. magnets, klystrons etc.) are done by EPDM-
rubber tubes. The advantages are: resistance against radiation, high flexibility for the
connections, quick installation, direct connection between elements at high electrical
potential and grounded tubes.

8.5.2 Air conditioning

A ventilation and exhaust system is foreseen for each of the 9 halls along the TESLA
site (two end stations, 6 service halls, central site), see figure 8.5.5. Each of the tun-
nel sections between two halls is operated independently and with 100 % fresh air (no
recycling). It is also possible to bypass a hall and feed the air from one tunnel sec-
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Figure 8.5.2: The cooling system container installed in the tunnel next to the klystrons.

tion directly into the next. The air speed in the tunnel under normal conditions is
0.8 m/s. An air-drying system will be used in each of the halls which reduces the dew
point of the air to 4 ◦C, well below the tunnel wall temperature of about 12◦C. The
ventilation will be switched on only during the construction and installation phase and
during maintenance or temporary access periods. During beam operation the tunnel
ventilation will be switched off.

In case of an emergency (fire, smoke in the tunnel), additional fans can be switched
on which increase the air speed to 3 m/s. The fans are reversible to change the direction
of air flow and can stand a gas temperature up to 600 ◦C for up to 2 h. A similar
ventilation system is foreseen for the damping ring arc tunnels.

Special air conditioning is required for the tunnel sections accommodating the un-
dulators of the FEL facility, for which the ambient temperature must be kept constant
at 22±0.3 ◦C. These sections will be equipped with local recirculating air conditioning
systems, installed in the tunnel.



II-250 8 Infrastructure and Auxiliary Systems

Figure 8.5.3: The cooling circuits for one RF station.

Figure 8.5.4: Main water pipes in the tunnel.

8.6 Survey and Alignment

8.6.1 Basic network

In order to mark any installation of the facility a basic network has to be established.
Coordinates of reference points along the linear collider have to be determined on
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Figure 8.5.5: Overview of the ventilation system.
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earth’s surface with respect to the existing coordinate system at the respective site.
In case of DESY this will be the HERA coordinate system. The coordinates will be
determined by using geodetic receivers of the GPS satellite system. The demanded
global precision (standard deviation) of every reference point in the whole area of the
linear collider has to be better than 5 mm. The reference points serve as a basis to
mark the buildings e.g. the halls or to control the tunnel boring machine. Therefore
coordinates have to be transferred into the tunnel via the halls or shafts. The vertical
network has to be established by a precision levelling. In the ground plan the tunnel
axis is a straight line. In the vertical plane the axis of the tunnel follows the earth’s
curvature except for the first 3 km. The heights are referenced to the geoid and thus
depend on earth’s gravity field / mass distribution.

8.6.2 Requirements for the alignment of the components

The reference points which have been transferred from the basic network into the tunnel
have to be refined in order to match the demanded accuracy for the alignment of the
accelerator components. The standard deviation of every component has to be within
0.5 mm horizontally and 0.2 mm vertically over a range of 600 m (betatron wave length).
Since there are several separate beam lines to be aligned with high accuracy, the most
efficient survey will be to carry out only one basic alignment providing a suitable
reference structure and then to connect each beam line to that basic structure.

8.6.3 Basic alignment

The reference points for the basic alignment will be fixed to the tunnel wall every 20 m
to 40 m and serve as target points only. Since neither the causeway nor the reference
points are suitable to put geodetic instruments on, the instrument will be mounted on
a moveable carriage which runs on beams fixed to the tunnel wall above the causeway
(see figure 8.6.1). The carriage can be fixed to the tunnel wall at certain equi-distant
positions. The basic alignment will be carried out with tachymeters. A tachymeter
does simultaneous measurements of horizontal angle, vertical angle and distance to
marked target points (table 8.6.1). Taylor-Hobson-Spheres or prisms mounted into
Taylor-Hobson-Spheres serve as suitable target marks for that purpose.

Parameter Accuracy

Horizontal angle 0.2 mgon (3µrad)
Vertical angle 0.2 mgon (3µrad)
Distance 0.1 mm

Table 8.6.1: Tachymeter accuracy.

In order to determine the coordinates of the reference points the tachymeter can
be positioned close to any of the reference points and then measurements to a certain
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Figure 8.6.1: Installation of the tachymeter on a moveable carriage.

number of neighboring points can be carried out. The quantity of reference points to
be aimed at depends on the demanded accuracy. If only random errors are taken into
account, figure 8.6.2 shows the expected accuracy in the middle of a 600 m section as
a function of the number of measured targets and the distances between the reference
points.

Apart from random errors, whose influences can easily be reduced by increasing the
number of measurements, there are also systematic errors which degrade the results.
The main error in optical survey is caused by refraction, which means that the line
of sight does not follow a straight line due to density variations of air. The density
mainly depends on the temperature of air. If one assumes a constant temperature
gradient of only 0.1 K/m which is perpendicular to the wave propagation of the line
of sight, then a line of sight of 600 m length will be bent to a circular curve with a
displacement of 4.5 mm to the straight line between instrument and target. Thus the
demanded tolerance for the alignment of components is exceeded by far. The reference
points provided by optical methods will be sufficient for any installation purposes like
marking the supports of the beamline components. Refining the reference structure in
order to achieve the above mentioned accuracy for alignment purposes has to be done
by different measurement techniques which reduce or avoid the effects of refraction:

• angle measurements with a two-color laser to determine the amount of refraction
(under development)
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1.97

1.36

0.36

0.87

0.52

0.13 0.070.080.1

0.26

0.61

0.37
0.19

0.110.12
0.14

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

2

1 2 3 4

Number of measured targets per position (back- and forward each)

Standard deviation [mm]

position (25m) height (25m)

position (50m) height (50m)

Figure 8.6.2: Expected accuracy in the middle of a 600 m long section versus number of
measued targets.

• stretched wires in an overlapping arrangement (horizontal position only)

• multi-point alignment by distance measurements (horizontal position only)

• hydrostatic levelling (vertical position only).

In the following the hydrostatic levelling system and the multi-point alignment will be
described in detail.

8.6.4 Hydrostatic levelling system

A hydrostatic levelling system will be installed in the tunnel in order to provide an
exact vertical position of the reference points. Basically this can be done by installing
a sealed pipe half filled with fluid, half with air. The surface of the fluid levels to an
equipotential and thus serves as height reference. In the sloping section of the tunnel
(first ≈3 km) the levelling system has to be installed in a staggered manner. With
capacitive or ultrasonic sensors the clearance between reference point and the surface
of the fluid can be determined. The above mentioned sensors show an accuracy of better
than 5µm. With that setup the height of the reference points can be determined to
0.1 mm along a 600 m section. First tests of a 42 m installation led to satisfying results.
Currently a 1 km installation is under study.
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Figure 8.6.3: Test installation (42 m section) of a hydrostatic levelling system.

8.6.5 Multi-point alignment

A technique to avoid the effects of refraction is given by the multi-point alignment. This
method replaces angle measurement by distance measurement to at least three points
(see figure 8.6.4). A moveable bar serves as a fundamental structure for straightness
measurements. From this straight line the distances a to target marks at the tunnel
wall are determined. With known distances s the horizontal angle w can be determined.
To enhance redundancy the number of target marks can be increased.

Figure 8.6.4: Straightness measurements with multi-point alignment.

The distances will be determined by photogrammetric methods by means of 3 CCD-
cameras. The overall accuracy depends on the straightness of the bar, the resolution
of the distance measurements and the number and spacing of target marks. First test
assemblies have been performed with a 2 m long bar. To accomplish better efficiency
one can increase the length of the alignment unit. The straightness reference then has
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to be assured by a stretched wire and wire detectors. For further testing a 25 m unit
is currently under development.

8.6.6 Transferring the coordinates

After having performed the above mentioned measurements, a reference structure with
the demanded accuracy has been established inside the tunnel. The coordinates of
the reference points now can be transferred to the components of each beamline. In
order to determine the three-dimensional position every component has to be equipped
with two reference plates suitable to put target marks on and a support to determine
the roll angle. Now the geodetic instrument mounted to the moveable carriage is
positioned close to the components which have to be aligned. First the coordinates
of the instrument are calculated by surveying a certain number of reference points,
then the components are to be aligned. One can use a tachymeter or a laser tracker
to carry out that survey. As practiced at other accelerators (e.g. HERA), a second
survey of the same components should be carried out from a neighboring instrument
placement to increase redundancy and to verify the alignment of components. Finally,
it is advisable to provide a control survey throughout an aligned section of beamline
including both reference points and components simultaneously.

8.7 Cryogenics

About 21000 TESLA 9-cell cavities along the 33 km long linear collider have to be
cooled in a superfluid helium bath to ≤ 2 K, to achieve a cavity quality factor Q0 = 1010

at 23.4 MV/m. The cavities are grouped into 1781 cryomodules in total, almost all of
which are of the standard type described in section 3.3 (a small number of shorter
modules is required for the pre-accelerators, see section 4).

Figure 8.7.1: Cryogenic system overview.

The modules are placed horizontally (following the earth’s curvature) in the un-
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derground TESLA tunnel, except for the first part of the e− linac, where the string of
modules is declined by ∼ 8 mrad (see section 3.2).

Strings of modules of about 2.5 km length (cryo-units) are supplied from one end
with 2 K helium from a single refrigerator which has to provide also 5–8 K one-phase
helium as well as 40–80 K helium, both for radiation shield cooling.

There are 12 cryo-units in total (see figure 8.7.1). Generally, with the exception of
units 1 and 2, two of them are supplied from a common cryogenic hall, sitting above
ground, with one refrigerator serving both cryo-units through a distribution box. Units
1 and 2, in which the FEL electron beam will be accelerated in addition, will be supplied
from individual refrigerators, one on the DESY site, the other at 4.7 km from DESY.
The refrigerators in hall 1 and 6 also supply cooling for the damping ring RF-system
for electrons and positrons (section 5).

8.7.0.1 Layout of cryo-units and cryo-strings

In each unit (figure 8.7.2) every 10 cryomodules are grouped in a cryogenic “string”.
One cryomodule in each cryo-string (figure 8.7.3) will be equipped with valves, tubing,
flow meters and instrumentation.

Figure 8.7.2: Cryogenic unit.

Each cryo-unit contains 4 vacuum barriers which separate the insulation vacuum
into sections of ∼ 500 m length. This is necessary to limit the pressure increase in the
cold tubing to acceptable values in case of an accidental break of the insulation vacuum
[25] and to make leak checking more easy.

A warm helium gas line connects all cryo-units of each linac for ease of helium
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Figure 8.7.3: Cryogenic string.

exchange between the cryo-plants. Table 8.7.1 shows a list of the major cryogenic
components of TESLA.

standard modules (12 cavities) 1004
modules (12 cavities) with 1 magnet package 742
modules with 8 cavities and 1 magnet package 27
modules with 4 cavities and 4 magnet packages 8
vacuum barriers 48
feed boxes 19
end boxes 19
injector feed boxes 3
cryo-plants 7
standard distribution box (2 units) 6
single distribution box 1
injector distribution box 1
transfer lines 824 m

Table 8.7.1: Major cryogenic components.

8.7.0.2 Heat loads

Static and dynamic heat loads have been determined for the 500 GeV collider mode of
operation and for the FEL mode (section 3.3). The requirements for the cryo-units are
shown in Table 8.7.2. A safety factor of 1.5 has been applied to determine the design
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capacity of the plants. Operation at maximum energy (800 GeV) with high luminosity
(see section 1.4) requires an upgrade of the 2 K plant capacity by up to a factor of two,
depending on the dependence of the cavity quality factor on gradient.

hall 1 hall 2 hall 3 hall 4 hall 5 hall 6 hall 7

2 K
static 460 372 628 624 598 619 659
dynamic500 789 1159 2190 2181 1984 2138 2190
dynamicFEL 551 517
st.+dyn.500/FEL 1800 2049 2818 2804 2582 2756 2814
design500/FEL 2700 3073 4227 4206 3873 4134 4220
5–8 K
static 1554 1914 3530 3511 3296 3449 3518
dynamic500 508 748 1418 1428 1294 1386 1391
dynamicFEL 427 401
st.+dyn.500/FEL 2488 3064 4949 4929 4590 4835 4909
design500/FEL 3733 4596 7423 7394 6884 7252 7363
40–80 K
static 12548 14345 26183 25661 24316 25467 26520
dynamic500 9997 14619 27584 27431 25264 26918 27175
dynamicFEL 7162 6732
st.+dyn.500/FEL 29707 35696 53768 53092 49580 52415 53695
design500/FEL 44561 53544 80652 79638 74370 78622 80543

Table 8.7.2: Calculated heat loads and design plant capacities (in W) for cryogenic units
and unit pairs (cryo-halls).

8.7.0.3 Cooling of cryo-units

In steady state operation one-phase helium of 2.2 K and about 1.2 bar is flowing from
the refrigerator through all cryomodules of a cryo-unit. At the end of each cryogenic
string a fraction of this is expanded in a JT-valve into a gas separator at ≤ 31 mbar.
Liquid and gas is flowing through a 76 mm diameter 2 K two-phase tube used to fill
the cavity and magnet helium vessels. Heat generated in the cavities is conducted
through the liquid in the helium vessel supply tube to the liquid surface in the two-
phase tube where it evaporates helium. The helium gas is transported to the module
interconnections where it enters into the 300 mm diameter gas return pipe. It is finally
pumped back to the refrigerator through this pipe. Excess liquid – if any – at the end
of each string is collected in a helium bath and evaporated there by an electric heater.
Proper control of the JT-valve will assure that there is nearly no excess liquid helium
entering this bath.
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The pressure drop in the worst case (unit no. 3, 2.8 km long) is 0.94 mbar at a mass
flow of 108 g/s. In addition a pressure drop of 2 mbar occurs in the about 20 m long
shaft connecting the cryo-plant with the tunnel.

For cool down and warm up, helium at appropriate temperature is pumped through
the 2.2 K one-phase tube and to a gas header above the cavities and magnet packages.
From this header the gas runs through small tubes connected to the bottom of the
helium vessels. The smallest cool down section is here one half of a string (5 mod-
ules). After running through the helium vessels the gas returns back to the refrigerator
through the 300 mm gas return pipe.

One-phase helium of 5 K and 5 bar is flowing from the refrigerator through the
cryomodules to the end of the unit. On its way back to the refrigerator it is cooling
the 5–8 K radiation shield to which all the heat intercepts are connected.

Helium gas of 40 K and 19 bar is flowing from the refrigerator through the cryomod-
ules cooling the high temperature end of the HTS current leads. On its way back to
the refrigerator it is cooling the 40–80 K radiation shield with all the heat intercepts
(HOM absorber, input coupler, instrumentation).

8.7.0.4 Instrumentation

Because of the large numbers involved the instrumentation in the cryo-units is kept
to the necessary minimum. In the standard modules there are platinum sensors (Pt)
at each input coupler, as well as cables to the motor and piezo-quartz of each tuner.
Each cavity is equipped with two HOM antennas, one RF-pick-up and one secondary
emission electron sensor. The modules with magnet package have a platinum sensor
at the current lead heat intercept (50 K) and voltage taps across each HTS part in
addition. The BPM has 4 antennas for signal readout. Modules with valves at the
string ends, feed and end boxes have platinum thermometers, low temperature sensors
(Lt) and flow meters (F) at each 2.2 K line and each cool down/warm up line as well
as level sensors (L, superconducting, and carbon-glass resistor chains) and heaters at
the local liquid helium reservoirs. A list of the foreseen instrumentation is shown in
table 8.7.3.

8.7.0.5 Plant reliability and redundancy

The refrigeration system needs to have a very high availability of over 95 %. Because
the refrigerators in all 7 refrigeration halls have to be working at the same time, each
single hall has to have an availability of at least (0.95)1/7 = 99.3 %. So availability has
highest priority in all design considerations.

The first questions, which one has to address, is, whether in each refrigerator hall
one should install one large refrigerator or multiple refrigerators with eg 2 · 100 % or 3
· 50 % redundancy.

The sources of unavailability in existing cryogenic refrigeration systems have been
investigated, whether the installation of multiple refrigerators increases the availability.
Table 8.7.4 shows the main causes of unavailability in existing systems, in order of the
frequency of their occurrence.
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standard
mod.

mod.
with
magn.

mod.
with
valves

mod.
8 cav.

mod.
4 cav.

feed
boxes

end
boxes

sum

Pt sensors 20064 19292 5376 486 128 114 114 45574
Lt sensors 1008 162 76 76 1322
sc level sensors 672 38 38 748
carb. res. chains 336 19 19 374
cold flow meter 504 38 38 580
heater 336 38 374
HOM antennas 20064 17808 4032 432 64 42400
pick-up antennas 10032 8904 2016 216 32 21200
e− sensors 10032 8904 2016 216 32 21200
BPM antennas 2968 108 32 3108
voltage taps 7420 270 320 8010
motor steering 10032 8904 2016 216 32 21200
piezo quartz 10032 8904 2016 216 32 21200

Table 8.7.3: Number of sensors and other instrumentation in each TESLA linac.

Rating Topic Example Multiple refrigerators ...
1 External utility

failures
Electrical power,
cooling water,
instrument air failure

bring no advantage

2 Blockage by frozen
out gaseous
impurities

Air and/or water vapour provide somewhat larger
tolerance

3 Operational
problems

Controls, instrumentation,
operators

would be detrimental,
because of higher
system complexity

4 Single component
failure not leading
to total plant shut-
down

Electrical motor burnout,
compressor bearings,
leaking oil pump seal,
turbine bearing trouble

bring no advantage over
component
redundancy within a
single refrigerator

5 Catastrophic
component failure
leading to plant
shutdown

Loss of insulation vacuum,
rupture of heat exchanger,
oil spill into cold process
piping

would have a positive
effect

Table 8.7.4: Rating of refrigerator system unavailability.

When one inspects table 8.7.4, it turns out that concerning the four most frequent
sources of unavailability the effect of multiple plants is either small, negligible or even
detrimental. Only in case of a catastrophic component failure like loss of vacuum or oil
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spill into the cold box piping, there would be a clear advantage of multiple refrigerators,
but these effects have occurred so far very seldom in existing refrigerators.

So after consulting with experts at CERN, who were confronted with a similar
question when a decision had to be made for the LHC cryogenic system, and with
refrigerator manufacturers, we decided to go for just one single large refrigerator at each
of the seven refrigerator halls with some built-in component redundancy and a clear
strategy to fight impurities. Further discussions with manufacturers showed that the
required size of refrigerator is about 20 % larger than the largest existing refrigerator,
but the cold components still fit within a single cold box, which is transportable across
the road.

So we are convinced that in this case the lowest cost solution also provides the
maximum possible availability. Of course all technical details have to be executed in
high quality.

8.7.0.6 Refrigerator size

The design refrigeration loads in halls 3, 4, 5, 6 and 7 are about equal, whereas the
requirements in halls 1 and 2 are somewhat smaller. It is suggested to install seven
refrigerators, which are identical in those components which are difficult to replace or
to modify (coldbox, heat exchangers, expander and cold compressor housings, adsor-
bers and piping). Adjustment to the special needs, like the lower design loads of the
refrigerators in halls 1 and 2, can be covered by a different number of compressors and
special turbine and cold compressor nozzles and wheels.

As usual for refrigerators of this size, the plants will be designed for very high
energy efficiency at the design point, i. e. the highest expected refrigeration load. The
present state of the art is a Carnot efficiency of about 27 %, which translates for a 4.5 K
refrigerator into a COP1 of 245 W of input power for each W of refrigeration.

The TESLA refrigerators are designed for a very good partial load efficiency. So if
e. g. the accelerator is operated at reduced load, the electrical power consumption is
reduced proportionally down to about 60 % of the highest refrigeration load.

For the upgrade to 800 GeV, space will be left in all halls for additional refrigerators.
They may have a capacity up to the same size as the refrigerators of the first phase;
but the actual size can be determined at a later stage. The only investment, which will
be done already in the beginning, are additional connections in the distribution boxes.

8.7.0.7 Technology of large helium refrigerators

Over the last forty years, accelerator projects have been instrumental to push helium
refrigerator technology into the direction of higher reliability, better efficiency and
lower cost. All major components of the TESLA helium refrigerators have been used
successfully in similar systems before.

While the design of the mechanical components is already fixed, continuous progress
is going on concerning quality assurance, instrumentation, diagnostics and computer

1The coefficient of performance, COP, is the inverse of the overall refrigerator efficiency.
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simulation of operational conditions.
The special challenge of the TESLA refrigeration system is the remote operation of

several such refrigerators from a central operating room without any service persons on
site. It is of advantage for TESLA, that the LHC cryogenic system will be in operation
a number of years earlier. The TESLA refrigeration system has many similarities with
the LHC system, like number of plants, distance between plants, superfluid helium
cooling and the helium inventory of about 100 t. The TESLA system has about an
eight times smaller cold mass, so cool-down and warm-up will be simpler.

8.7.0.8 Helium storage

When in full operation the TESLA cryosystem will contain about 100 t of helium. When
the cryostats are warmed up, this helium has to be handled outside the cryostats. In
principle one has the following options:

• Gaseous storage at 200 bar (very expensive compressors needed)

• Gaseous storage at 20 bar (investment about 150 Euro/kg)

• Liquid storage (investment about 60 Euro/kg)

• Reselling of the helium to the market (Depends strongly on market conditions)

For the TESLA system, it is proposed to provide a combination of gaseous storage
at 20 bar and liquid storage. Gaseous storage will be provided for about 25 % of
the inventory in 31 storage vessels with a geometric volume of 250 m3 each, working
between 1 bar and 23 bar. On the other hand, nearly 100 % of the inventory can be
stored in liquid form in seven 120 m3 liquid helium dewars.

Halls 1 and 2 will be equipped with one dewar and 3 gas tanks each, whereas
stations 3 to 7 will be equipped with one dewar and 5 gas tanks each. All tanks and
dewars will be installed outside the refrigerator halls.

The dewars are shielded by liquid nitrogen and have nevertheless a boiloff-rate of
0.28 %/day, i.e. 14 l/h. This load is negligible, when the associated refrigerator is in
operation. When the refrigerator is not in operation, the boiloff has to be compressed
into gaseous storage, preferably by a compressor, which is on emergency power.

The ambient temperature helium systems of halls 1, 2, 3 and 4 on one side and 5,
6 and 7 on the other side are interconnected by ambient temperature pipes through
the tunnel. In an extended standstill period, about once per month one of the plants
on each side of the accelerator has to be started to reliquefy the collected boil-off gas
from 20 bar storage vessels into its dewar.

In case of an unplanned refrigerator shutdown and an associated pressure rise in
all cold systems, the helium inventory of the portion of the system, which has a high
design pressure, will be directed directly to the 20 bar buffer. This includes the helium
in the refrigerator itself and in the 40–80 K shield of the cryostats. The 5–8 K shield
will be treated as part of the low pressure system to keep it operational for the purpose
described in the next paragraph.
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The helium of the part of the system with lower design pressure, i. e. mainly the
inventory of the cavity cryostats, will be allowed to rise in pressure and temperature
by the “2 K static heat load”. Such a warm-up from 2 to 4.4 K will take about 10 to
20 hours. If the pressure in the cryostat exceeds a pressure of about 1.2 bar, vapour is
allowed to leave the cryostat, partially also through the 5–8 K shield line. So additional
static heat load to the cryostat is avoided. All emerging vapour will be warmed up to
ambient by an air-heated exchanger and compressed by a compressor, which works on
emergency power, into the 20 bar storage.

The evaporation of all liquid from the cryostats by the static heat load would take
about 80 hours. But already after about 20 hours, the gaseous storage of the respective
station will be full. So at this moment either the refrigerator itself should come online
again, or the warm compressed helium has to be transferred to a neighbour hall for
reliquefaction into the dewar of that station.

8.7.0.9 Model refrigerator

A model refrigerator has been designed, with valuable advice from CERN and from
industry. The model refrigerator allows

• to get information an component sizes, number of compressors, flow rates in
different loops etc.

• to get provisional data on power consumption for the specification of utility sys-
tems and the operating budget

• to get the approximate size of components for the building layout.

This model refrigerator (figure 8.7.4, table 8.7.5) was discussed extensively with
the industrial companies, which are presently building the LHC refrigerators. The
following important aspects of the model refrigerator are a correct basis of the planning
of TESLA:

• The design loads can be covered by a single refrigerator with a single horizontal
coldbox.

• The number of foreseen screw compressors is adequate.

• The power consumption estimates are realistic.

• The intended Technical Specification leaves industry sufficient freedom to incor-
porate their best components.

• The estimated cost is adequate.

Helium is compressed at ambient temperature by a two-stage screw compressor
group to a pressure in the 20 bar range. After recooling to ambient temperature and
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Figure 8.7.4: Flow diagram of model refrigerator.

careful oil removal and drying from residual water vapour, the high pressure helium is
cooled in HX 1 to 80 K, where it is purified from residual air in switchable adsorbers.

Then a part of the flow is split off and expanded in turbines T1, T2 and T3 to
about atmospheric pressure. After T1 a part of the stream is split off and cooled in
HX 3 to 40 K. Here one part of the flow leaves the coldbox and cools the 40–80 K shield
in the cryostats. It returns back, is cooled in HX 2 and enters T2. A pressure drop of
about 1 bar is foreseen for this shield flow.

One part of the flow already expanded in T1 and precooled in HX 3 is further
cooled in HX 4 and expanded in T4 and T5 to atmospheric pressure. The main
high pressure stream leaving the 80 K adsorbers is cooled in HX 2, 3, 4, 5 and 6 and
in between purified from neon and hydrogen in the switchable “20 K adsorbers”. The
high pressure stream is expanded in two parallel turbines T6 and T7 to an intermediate
pressure of about 5 bar. The major part is further cooled in exchangers 8, 9 and 10 and
is then used for the 5–8 K shield. After return from this shield, the gas is expanded in
T8 to atmospheric pressure.
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Another part of the 5 bar flow is expanded in T9 and subcooled in HX 11 before
flowing to the cavity cryostats. After throttling to the 30 mbar pressure level and
evaporation in the cryostats, the low pressure helium vapour returns to the refrigerator
through the 300 mm line in the cryostats. After superheating in HX 11, the gas is
compressed in a three or four-stage cold compression system to a pressure close to
atmospheric pressure, but not necessarily to above atmospheric pressure. This stream
is separately warmed up to ambient in exchangers 4, 3, 2 and 1 and enters its own low
pressure screw compressor.

The indicated power consumption of 5147 kW (table 8.7.5) is the power consump-
tion of the biggest refrigerator for the design case. The power at smaller refrigerators or
at part load operation can be calculated by using the indicated COPs for the individual
temperature levels.

A possible layout of a cryogenic hall is shown in figure 8.7.5.

Mass flow Outlet Return
2 K Load 4253 W 199.4 g/s 1.1 bar 0.0275 bar

2.2 K 2.0 K

5 – 8 K Shield 7465 W 249.8 g/s 5.5 bar 5.0 bar
5.16 K 8.2 K

40 – 80 K Shield 80788 W 383.3 g/s 16.0 bar 14.0 bar
40 K 80 K

Compressor
LP I 199.4 g/s 0.92 bar

295 K
LP II 1369 g/s 1.4 bar

295 K
HP 1568.4 g/s 24.0 bar

300 K

Power Refrigeration Specific Load % of Power
Consumption COP
2 K 4.253 kW 588 W/W 2500 kW 49 %
5 – 8 K 7.465 kW 168 W/W 1254 kW 24 %
40 – 80 K 80.788 kW 17 W/W 1373 kW 27 %
Total 5147 kW 100 %

Table 8.7.5: Process parameters of the model refrigerator.
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Figure 8.7.5: Layout of the refrigerator hall.

8.7.0.10 Additional Refrigeration for Damping Rings

In addition to the refrigeration requirements of the main linac with the FEL, there are
the two damping rings, where each of them requires refrigeration at 2 K for supercon-
ducting RF cavities. The present estimate is, that 720 W of additional refrigeration at
2 K will be needed. The damping rings are close to refrigeration halls 1 and 6. Whereas
the refrigerator in hall 1 has sufficient spare capacity, the foreseen safety margin for
the refrigerator in hall 6, which covers units 9&10, would be reduced from a factor of
1.5 to 1.3 regarding the 2 K plant capacity. If that is found unacceptable, one has to
envisage an ”oversize” refrigerator for this particular cryo hall.

8.8 Accelerator Module Test Facility

8.8.1 Objectives of the Accelerator Module Test Facility

In order to detect systematic faults in the production process, 9-cell cavities have to
be tested before assembly of the accelerator modules. Furthermore, a certain amount
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of scattering in the maximum gradient per cavity has to be expected and the energy
reach of the linear accelerator can be improved by sorting of the cavities according to
their performance. We therefore plan to test all of the ≈21,000 single cavities, at a
rate of about 24 cavities per day.

In addition, about 800 packages of superconducting quadrupoles have to be tested
in the vertical dewars on an average rate of one quadrupole per day.

Before their installation in the TESLA tunnel, the accelerator cryomodules have to
be qualified after the assembly in random tests. The qualification includes the check of
the general mechanical dimensions and the measurement of the cryogenic performance
of all systems, in particular, the performance of the cavities. At the start of the
cryomodule series production the tests will cover 100 % of the cryomodules, in order
to check and adjust the fabrication. After that, only about 25 % of the cryomodules
will be tested. These random tests can be applied with low risk for the commissioning
of the accelerator, because all main single components, like cavities and quadrupoles,
will be tested to an extent of 100 % before the assembly of the cryomodules.

In general, with the exception of the tests of prototypes, the tests will aim only at
quality insurance. For the cavities as well as for the cryomodules the test results from
the test facility will be used as a fast feed back into the series production in order to
avoid failures and to increase the performance.

8.8.1.1 Test Programme for the Cavities and Quadrupoles

The maximum accelerating field and the corresponding unloaded quality factor Q0 of
each single cavity will be measured at a temperature of 2 K in a bath cryostat. To
increase the throughput of the vertical tests stands, eight cavities will be assembled
at one cryostat insert. Each cavity will be equipped with a fixed coupler antenna
(Qext = 1 ·1010) and a pick up probe (Qext = 1 ·1013). The cavities will be locked in the
accelerator mode. The accelerator field will be increased to the maximum value in steps.
At each step the cavities will be powered for 20 s in cw-operation mode. According to
estimates of the test schedule, about 20 hours are needed for one complete test run for
eight cavities, including the assembly and disassembly of the insert to the cryostat and
the cool down and warm up procedures.

The inserts will be assembled at the cavity preparation site and delivered to the
test facility. Cavities, which have passed the tests successfully will be sent to the
cryomodule manufacturer. Cavities with low performance will be returned to the cavity
preparation.

The superconducting performance of the quadrupoles will also be tested in the bath
cryostats. Two quadrupoles will be tested at a time in one cryostat.

8.8.1.2 Test Programme for the Accelerator Module Test Benches

The cryogenic performance tests include the integral leak check of all vacuum systems
and cryogenic process tubes, the test of the instrumentation, measurements of the static
heat loads, of the maximum accelerating field of the cavities and the corresponding
unloaded quality factor Q0. The quality factor will be monitored by means of cryogenic
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measurements of the dynamic heat load. The cryogenic measurement of the Q0-value
has been demonstrated as well in the horizontal cryostat (CHECHIA) [26] as for the
cryomodules of the linear accelerator of the TTF. During the performance tests of the
cavities, also the X-ray radiation and the related dark currents will be measured by
means of two ionisation chambers at each test bench and monitors at both ends of the
beam tube of the cryomodules, respectively.

The pre-conditioned RF-couplers will be further conditioned. The RF-phase will
be adjusted in the order of ± 20 degrees. There will be also the possibility to process
the cavities.

The instrumentation of superconducting quadrupoles will be tested in those cryo-
modules which contain quadrupoles.

About 170 cryomodules will be equipped with cryogenic valves, temperature sen-
sors, flow sensors and liquid level indicators (string interconnection equipment). Also
this instrumentation will be tested on the test benches.

According to estimates of the test schedule, about eight days are needed for the
complete test of one accelerator cryomodule, including the mechanical assembly and
disassembly on the test bench [27]. To fulfil this schedule, it is assumed that the pre-
conditioned RF main couplers will be pumped and heated before the installation on
the test bench.

8.8.1.3 Layout of the Accelerator Module Test Facility

Hall Layout

From the given test rates and the estimates of the test schedules it follows that 6
test benches for cryomodules and at least 3 vertical dewars have to be installed in the
module test facility.

The number of test benches includes an overcapacity of about 20 % for the test of
25 % of the modules. In order to increase the efficiency of the vertical tests, 6 vertical
dewars will be foreseen.

The overcapacities will compensate for shut down periods, maintenance and repairs.
In addition, depending on the detected failure rates, capacities for the repetition of tests
have to be foreseen.

Beside the test areas there will be areas for the intermediate storage of cryomodules
and cavity test inserts, a test area for “warm” measurements of cryomodules, transport
areas, infra structure areas and workshops. Also control rooms, offices and social rooms
have to be provided. The test hall will have an overall size of 135 m × 85 m ground
area and a height of about 12 m. Two parallel hall cranes, each with a capacity of
20000 kg, a span of 36 m or 40 m respectively, and a hook height of 9 m will be installed
(see figure 8.8.1).

There will be under floor channels leading from the cryogenic and RF supply equip-
ment to the test benches and to the test dewars in order to take all supply tubes and
cables.

Each individual module test bench has to be surrounded by a concrete shielding of
0.8 m thickness. The test benches will be covered by a roof shielding of 0.8 m thickness
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Figure 8.8.1: Ground plan of the accelerator module test facility.

in order to establish radiation safety in all parts of the test hall. There will be an inner
space of 23 m × 4.4 m × 2.5 m for one test bench. Three test benches will be grouped
together as a block.

The front door of each test bench together with a module support structure can
be moved horizontally on railways into the transport area. For the installation of a
cryomodule on a test bench, the cryomodule will be moved by the hall crane from the
storage area to the front of one test bench and will be installed on the support structure.
After installation, the support structure will be moved back into the shielding of the
test bench. During the installations inside the shielding, the front door can be shifted
relatively to the support and will stay open.

The vertical dewars will be inserted into the ground and covered by movable con-
crete shielding blocks of 1.2 m thickness. The cryostat inserts will be moved from the
storage area into the cryostats by use of the hall crane.

Cryogenic Systems

For the continuous operation of the test hall, cooling capacities of about 10 kW
at 40/80 K, 1.0 kW at 4.5 K and 0.6 kW at 2.0 K are needed. In order to reduce the
effort of the helium distribution system, only the 40/80 K and 4.5 K circuits will be
branched to the test benches and the test dewars. At the cryomodule test benches as
well as at the vertical cryostats the 2 K liquid helium will be supplied by the isenthalpic
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Figure 8.8.2: Block Diagram of the Cryogenic System.

expansion of the 4.5 K helium, which will be sub cooled to 2.2 K before the expansion
by means of counter flow heat exchangers. The average 2 K heat loads will be small in
comparison to the capacity of the cold compressors of a TESLA refrigerator plant, and
these loads will always vary. Therefore distributed warm compressor systems will be
used to lower the vapour pressure of the helium baths to 31 mbar [28]. As a result, a
helium liquefaction rate of about 50 g/s has to be supplied on average from the helium
plant. Peak liquefaction rates will be buffered by means of two 10 m3 liquid storage
reservoirs.

The cryogenic system of the test facility will be designed in a modular structure
(see Fig. 8.8.2). The test facility can be connected to any helium refrigerator plant,
which can supply the capacities mentioned, in particular to the HERA refrigerator or
TESLA refrigerator on the DESY site.

a) Cryomodule Test Benches

The cryogenic supply of the test benches is divided into two “layers”, in order to
operate the test benches independently from each other, to avoid air condensation on
cryogenic valves during the exchange and installation of modules, and to reduce the
consequences of leaky valves. One layer are the feed boxes of each test bench, the
other layer are the sub cooler & valve boxes, to which a group of 3 feed boxes will be
connected (see figure 8.8.2).

In order to supply the cryogenic 40/80 K and 4.5 K shield circuits as well as the
2 K circuit, each cryomodule test bench has to be equipped with a feedbox, including a
feed cap and an end cap [27, 29]. The feed box will be fixed inside the shielding of the
test bench and will contain cryogenic valves for each supply and return tube, a small
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4.5 K sub cooler and a 2 K counter flow heat exchanger. The 4.5 K sub cooler of the
feedbox is used to stabilise the supply temperatures of the 4.5 K and 2 K circuits. The
safety vent lines and relief valves are connected to the feed box. The feed cap, which
is attached to the feedbox will contain all connection flanges to the cryomodule. The
end cap will be fixed to the module support structure and will contain only the short
circuits of all cryogenic tubes and a 2 K liquid reservoir. The position of each end cap
can be adjusted easily to the different length of cryomodules.

Each cryogenic supply tube in the feedbox is equipped with a Venturi flow meter.
As well in the feed cap as in the end cap all supply and return tubes are equipped with
redundant thermometers. Redundant liquid level indicators and pressure sensors are
installed in the 2 K reservoir of the end cap. The pressure of all cryogenic circuits will
be monitored.

Each group of three feed boxes will be supplied via transfer lines from one sub cooler
& valve box. The connecting transfer lines consist of 4.5 K supply, 4.5 K return, 40 K
supply and 80 K return tubes. The sub cooler & valve box contains one 4.5 K sub cooler
and cryogenic valves for all process tubes of the different transfer line branches and
all corresponding warm up and cool down tubes and valves connected to the transfer
lines. The sub cooler has to compensate the heat losses of the transfer lines, leading
from the refrigerator to the test benches.

As a result of the combination of feed boxes and sub cooler & valve boxes all
cryogenic supply and return tubes are separated by two cryogenic valves in series from
the test bench.

The sub cooler & valve boxes will be supplied from the test hall distribution box
(see figure 8.8.2).

The 2 K vapour return tubes of three test bench feed boxes are connected to one
300 K helium compressor unit. In the exhaust of the compressor unit the pumped mass
flow can be measured by warm gas flow meters. By means of this flow meters, the heat
load of the 2 K circuit can be monitored with a resolution of better than ± 0.1 W at a
constant liquid helium level in the 2 K reservoir of the test bench.

b) Vertical Test Cryostats

As for the supply of the module test benches also for the vertical dewars two “layers”
of valves in the dewars and in distribution boxes will be installed (see figure 8.8.2). The
design of the vertical dewars can be scaled from the vertical test dewars of the TTF
[28, 30]. The vertical dewars will consist of a 2.2 m3 liquid helium volume, cryogenic
valves and a 2 K counterflow heat exchanger, installed in the vacuum jacket. Three
dewars will be connected to one distribution box respectively. The distribution boxes
will contain all warm up and cool down connections and valves. One 10 m3 liquid
storage dewar will be connected to each distribution box respectively, in order to buffer
the loads for the refrigerator. The storage dewars will also be used as sub coolers. The
storage dewars will be supplied from the test hall distribution box.

The 2 K vapour return tubes of the vertical dewars will be connected to warm
helium compressor units.

RF Systems

According to the test schedule of the cryomodules [27], up to 4 test benches have
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to be supplied with RF power in parallel and independently from each other at a time
for the conditioning of the couplers and the dynamic measurements of the cavities. It
is supposed that all couplers of one cryomodule will be conditioned in parallel.

In order to avoid time consuming installations of the RF equipment in between the
test benches and to obtain redundancy, one 10 MW klystron and modulator set will be
connected to each test bench, including a fixed RF distribution system.

Vacuum Systems

a) Insulation Vacuum

For the insulation vacuum of the cryogenic systems standard turbo molecular pump
units are foreseen. Each cryomodule test bench will get its individual turbo molecular
pump unit. The other cryogenic equipment will be connected to a net of pump stands
according to the experience of the HERA and TTF insulation vacuum systems.

b) Main Coupler Vacuum

The main RF couplers of one cryomodule will be equipped with one pumping tube
connected to the pumps without individual valves. There will be only one manual valve
at the pumping tube. The set of pumps and pumping tube will stay at each individual
cryomodule from the assembly, during the tests until the installation in the TESLA
tunnel.

c) Cavity Vacuum

During the tests on the module test benches, one oil-free turbo pump unit will be
connected to the cavity vacuum.

One getter pump will be connected to the coupled vacuum system of the eight
cavities of each vertical dewar insert. In addition there will be oil free turbo molecular
pump units at the vertical dewars as a back up.

Controls

There will be different control sub-systems for the RF-, vacuum- and cryogenic sys-
tems, which have to be integrated by an industrial visualisation and data management
system. In general, standard industrial components will be used as far as possible.
The transfer of data between the different systems and the data management will be
mandatory for the operation of the test facility.

Infrastructure

The installation of the test facility will require 4.5 MW of electrical primary power,
2.7 MW equivalent of water cooling capacity and about 500 m3/h of instrument air.
About 0.7 MW of heat will be dissipated into the air of the test hall.

8.9 Global Control System

A powerful control system is important for a successful commissioning and operation of
TESLA. Experience with such control systems exists from the operation of the present
accelerators HERA and TTF. A challenge for the design of the control system is the
rapidly changing hardware and software over the last several years and the changes will
continue during the course of constructing the linac. On the other hand, a software
development for such a big machine has to start early to be ready in time. Most of the
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investment goes into computer software and into front-end electronics. As to the front-
end components, investing in industrial standards is a safe path to follow. Systems
such as VME have a long lifetime, for example. Software developments should be
based on new industrial methods and standards. A modular design of the software
is required to allow to adapt new standards and products for a smooth development
of the whole system during its lifetime. Special consideration of the huge amount of
equipment, (due to the length of the machines) has to be taken. The software and
the hardware layout of the control system must allow for this. On the software and
communication side, an efficient access to device data is necessary. A lot of similar
devices must be readable with little overhead and short response times. Higher levels
in the control system should provide summary information on device groups. Good
and automatic monitoring of all devices is essential. This includes a complete remote
debugging and control of all front-end hardware to high degree of detail. The control
system layout should be fault tolerant. Failing hardware and software components
should not in general stop larger segments. This can be achieved by a modular design
and by using redundant units of key components. All these principles will allow an
operation of TESLA in a global accelerator network.

8.9.1 Architecture

The overall architecture consists of three layers of computers (figure 8.9.1). A top
level with display or client programs, a front-end layer with device servers and I/O
and a middle layer with powerful group servers. The upper layer is the interface
to the operators. These top-level services should be available to the consoles in the
control room, the experts working in the tunnel and the specialists of the collaborating
institutes in their offices and development labs. All such users should be able to use
the same programs, where the level of details presented might be different for different
categories of users. Modifications of device data must be protected with access rights.

Since a lot of users and client programs access a lot of data from the front-end and
the middle layer, a fast network is necessary to decouple the display stations. Ethernet
switch technology that routes packets from the clients to their servers provide the
important bandwidth. Client programs often need a go/no-go information from a
group of devices only. In such a big system it is necessary to ask a large number of
front-ends to get this information. A middle layer server should provide such collective
reports. Likewise, the middle layer should supply frequently requested data of all its
front-end computers in a single block transfer. In general, the middle layer implements
higher services to provide integrative functionality and to improve the performance of
the system. This becomes more important as the size and complexity of accelerators
increase. The middle layer is the natural level at which to implement sequencing,
automation, and global features such as data bases.

TESLA will need a real-time accelerator model which uses data from magnets,
BPMs, and cavities to generate a picture of the current optics and beam envelope; this
can be used to predict the effect of modifications and to block potentially destructive
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Figure 8.9.1: Sketch of the control system layers.

actions. The challenge for the next generation of control systems will be effective
implementation of these automation features.

The front-ends are distributed and close to the devices of the linac. Some hardware
is directly connected to the device servers, other equipment use field busses or Eth-
ernet to connect the front-end electronics to the device servers. Programmable Logic
Controller (PLC) and ‘intelligent’ devices, e.g. magnet power supplies, are examples
of stand-alone units. They introduce a further level of computers in the system. If a
front-end has to run stand-alone in case of a network problem, it should have a direct
connected disk or must have the program and data files in memory. A huge number of
devices can reduce the overall up-time of the machine. Malfunctions of a single device
should not stop machine operation. A fault-tolerant or redundant layout must be used.
The organisation depends very much on the individual device type. Low level RF sys-
tems for the klystrons can be grouped to serve one klystron only. A single failure would
switch off the cavities of one klystron only and the machine could continue to operate.
In order to be able to analyse, understand, and optimise all details of the machine a
fast data acquisition system must be provided. This requires all front-end electronics
including ADC and bus systems to be able to process the linac data with 5 Hz rate
and single bunch resolution. The network has to provide the necessary bandwidth to
transfer the data to a central diagnostic archive.
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8.9.2 Network

Devices servers connect to the group servers via standard local area networks (LAN).
The devices get their timing and synchronisation signal on a dedicated network and
the machine protection system is connected to a further separate line. Standard LAN
technology is also used in the links between the servers and all client processors. Clients
are distributed in the control room, the tunnel and the offices. And the whole network
is connected to the DESY and outside nets. Networks between the consoles, group
servers and front-end servers will be based on standard LAN technology. This is today
the 100 Mbit Ethernet. The servers in the middle layer should be connected by a
faster network i.e. about 1 to 10 Gbit/s. All these network components are or will be
standard items from many suppliers and can easily be integrated in the control system
since they are based on the TCP/IP communication.

Remote configurability and maintainability is mandatory. For the long distances
fibre optical links will be used to prevent ground loops and to isolate the subsystems.
Local connections use less expensive twisted pair cabling to the active hubs that link
to the fiber optics. In order to keep the network load low and reliable, the network is
switched and redundant with two parallel lines to the front-end distributions.

During the installation and maintenance of all components of the machines, mobile
terminals will be used. These terminals connect to the standard network and allow
access to all devices in the system. A wireless network should be used in order to be
more flexible and to save installation costs compared to a wall plug system. Such a
wireless system will be used for audio communications i.e. telephones also. It can be
based on the UMTS standard. A few receivers/transmitters inside the tunnels will
connect the terminals to the controls network and telephone system.

8.9.3 Software

Throughout the development time of the software for the machines the computer in-
dustry will introduce a lot of new products. A main challenge for the design will be
to create the software modular with good interfaces to allow easy migrations to new
environments. Modular means that some submodules must be changeable without
interference with other part. It also means to design reusable objects. The ’heart’
of the control system is the communication protocol. All client and server programs
communicate by it. Requirements are:

• must be based on standard protocols on top of TCP/IP

• has to transport a well defined set of data objects

• needs to convert the data between different computer architectures

• provides common methods e.g. translations of the data structures

• access to all data (including archived data) of devices in a consistent way
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• interface to standard desktop applications like spread sheets and to special con-
trols applications

• has to provide an on-line names service to query existing devices and their prop-
erties

• defines a unique way for names of device addresses and their parameters

• provides access to data from other systems

Whenever possible standard industrial components should be used for front-end hard-
ware up to the display programs. And the software should be designed with the com-
mon tools and programming languages. Our experience in the TTF control system
showed that object oriented languages (like C++) are adequate design environments
to create reusable modules. Object orientation leads to a clean frameworks and follows
the industrial paradigm. In addition to apply object orientation, an implementation
on more than one computer platform leads to a better design and helps migrating to
new operating systems. A good design with standard methods allows to create generic
programs. These programs don’t have to be modified in a changing environment.
They allow access to all devices in a standard way and therefore, can save software
investment.

8.9.4 Machine Protection System

The complete accelerator complex and the various beam transfer and delivery lines
etc. have to be equipped with a machine protection system to prevent beam operation
e.g. in case of technical failures. The machine protection system is an independent
alarm system. It is remotely controlled, configured and read out by the main accelerator
control system. The structure of the machine protection system follows the structure of
the TESLA complex having separate section permits for the different machine sections.
The section permits can change from pulse to pulse and must exist for all sections the
beam will pass in a pulse. The machine protection system acts on the gun, the ejection
elements of the damping rings and on the various beam abort kickers. It reacts to
trigger events, e.g. from beam loss detectors, beam current measurements, RF systems,
collimators and spoilers, vacuum valves, etc. The remaining beam pulse after a trigger
event should be as short as possible. To prevent for example the damage of spoilers
or collimators of the beam delivery system the beam has to be re-directed to the final
beam dump within a few microseconds. The machine protection system consists of
distributed interlock modules. These interlock modules have digital I/O channels and
interfaces to a redundant fibre-optic alarm line as well as to the main Ethernet network.
It is desirable to use industrial interface chips or boards. An embedded CPU running
for local control, self-testing, error logging, configuring of I/O channels and trigger
events to react on etc. should be integrated.
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[21] Technischer Überwachungs-Verein Nord e.V., Gutachten über radiologische Ar-
beiten für den Linear Collider TESLA, Nr. 50-98-004 (1998).
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9 Free Electron Laser and its Sub-Systems

9.1 Introduction and Overview

9.1.1 Introduction

Most of the information humans receive from their environment is carried by light.
Thus it is not surprising that also for research in natural sciences photons not only in
the optical regime but ranging from radio frequencies to hard γ-rays are among the
most important tools to study nature. For the photon range beyond the narrow optical
spectral window up to the hundred keV γ-regime synchrotron radiation has provided
over the past forty years an increase in flux and brightness by more than ten orders of
magnitude. The development of storage rings including special magnetic components,
called wigglers and undulators, has led to third-generation machines specially designed
for synchrotron radiation research, which are exceeding by far their design goals. This
illustrates impressively how successful accelerator technology has become today.

Most recent successes in development of linear accelerators have opened the route
to a new quantum jump in photon source quality. The progress of the various Linear
Collider R&D projects over the last years not only forms the basis for the construction
of a Linear Collider, but it also contributes significant knowledge on how to build a
Free Electron Laser (FEL) at wavelengths much shorter than the visible. The reason
is that for both instruments it is crucial to generate and accelerate electron beams of
unprecedented quality. Taking into account the progress in other fields of accelera-
tor technology (such as the development of photoinjectors and advanced undulators),
it now seems possible to construct such a laser (called XFEL for short in this re-
port) providing coherent X-ray radiation at spectacular brilliance. Rapid progress was
achieved during the past years in successfully proving the required FEL process at
12µm (1998) [1], 530 nm (1999) [2] and 108 nm (2000) [3] thus demonstrating that the
theoretical concepts and crucial accelerator technologies are well under control.

The basic principle [4] makes use of the fact that an electron beam of sufficient
quality, passing a long undulator magnet, amplifies an initially existing radiation field,
if the photon wavelength λph matches a resonance condition determined by undulator
parameters and the beam energy:

λph =
λu
2γ2

(1 +K2
rms) (9.1.1)

Here, γ is the electron energy in units of its rest mass, λu is the undulator period,
Krms = eBuλu/(2πmec) is the undulator parameter, and Bu is the rms magnetic field
in the undulator. Due to the interaction between the radiation field and the electron
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bunch in presence of the magnetic field of the undulator, a density modulation (micro-
bunching) of the electron bunches at the electro-magnetic wavelength builds up, which
enhances the power and coherence of radiation during the passage of the bunch through
the undulator. In this “high-gain mode” [5, 6, 7], the radiation power P (z) grows
exponentially with the distance z along the undulator:

P (z) = APin exp (2z/Lg) , (9.1.2)

where Lg is the gain length for the electro-magnetic radiation field, Pin is the effective
input power, and the constant A is equal to 1/9 in one-dimensional FEL theory with
an ideal electron beam [6, 7].

If the desired wavelength is very short, one can, instead of providing the “initially
existing radiation field” by a conventional laser, consider the undulator radiation ra-
diated spontaneously in the first part of the undulator as an input signal, see figure
9.1.1.

Figure 9.1.1: Schematic Diagram of a Single-Pass Free Electron Laser (FEL) operating
in the Self-Amplified-Spontaneous-Emission (SASE) mode. The bunch density modulation
(“micro-bunching”), growing up in parallel to the radiation power, is schematically shown
in the lower part of the figure. Note that in reality the number of slices is much larger.

This principle of Self-Amplified-Spontaneous-Emission (=SASE) [8, 9] does not
require the optical cavity resonator normally used in multi-pass, longer wavelength
FELs and can hence deliver light with wavelengths down to the Ångstrøm regime,
where optical mirrors are ineffective. One expects a transversely fully coherent beam,
larger average brilliance and, in particular, a pulse length of about 200 fs FWHM with
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eight or more orders of magnitude larger peak brilliance 1 compared to state-of-the-
art synchrotron radiation sources, see figure 9.1.2. The peak power is of the order of
100 GW. As the SASE FEL is completely independent of atomic excitation levels, it can
be tuned over a wide range of wavelengths. This tunability was recently demonstrated
at the TESLA Test Facility in the wavelength range between 80 nm and 180 nm [10],
see section 9.2.

If we assume undulator periods of the order of a few centimetres, eq. 9.1.1 requires
multi-GeV electron energies to achieve photon wavelengths in the Ångstrøm regime.
A high energy is also required to sufficiently reduce the beam emittance provided by
the injector. Hence the electron accelerator required for an XFEL would be a major
investment. The most cost-effective solution is to use the the linac of the linear collider.
In addition there is a large overlap of the considerable expertise required to construct,
commission and operate the two facilities. Last but not least, a large laboratory site
will be needed to accommodate the various user facilities. In conclusion, there are good
reasons for combining an XFEL facility into a linear collider installation [11], which is
possible without serious mutual interference (see below).

For an XFEL, electron beam properties like high phase space density and bunch
charge, small energy spread, and, as requested by many users, large average beam
current (see part V) are essential. A superconducting, low frequency accelerator is the
ideal device to produce such a beam. It provides very good beam quality, because
each electron bunch extracts only a small fraction of the large energy stored in the big
cavity volume (small beam loading and small wakefield effects, see section 3.2). Due
to the low losses in the superconducting niobium cavities, large beam currents can be
accelerated at high power efficiency. In addition, because of the possibility to accelerate
long bunch trains and since its duty cycle of 1% is orders of magnitude larger than
it could be with a normal conducting linac, a large variety of timing patterns can be
realized, see section 9.1.4 and figure 9.1.6.

The present chapter discusses all accelerator components and accelerator physics
issues specific to the XFEL at TESLA. Accelerator components used by both the
High Energy Physics and the XFEL, in particular the superconducting accelerator, its
performance and its infrastructure, are presented in chapters 3 and 8.

1 For partially coherent light sources (wigglers and undulators) the brilliance is calculated from the
spectral flux divided by the photon beam sizes and divergences, convoluted with the electron beam
sizes and divergences:

spectral brilliance =
spectral flux

4π2 ·∑x ·
∑′
x ·
∑
z ·
∑′
z

;
∑

=
√
σ2
e + σ2

ph,
∑′

=
√
σ′2e + σ′2ph

For fully coherent sources (FELs) it is the spectral flux divided by the transverse photon phase
space volume:

spectral brilliance =
spectral flux

(λ/2)2
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Figure 9.1.2: Spectral peak brilliance of X-ray Free Electron Lasers (XFEL) and un-
dulators for spontaneous radiation at TESLA, in comparison with third-generation syn-
chrotron radiation sources. For comparison, also the spontaneous spectrum of an XFEL
undulator is shown. The label TTF-FEL indicates design values for the FEL at the
TESLA Test Facility, with (M) for the planned seeded version. First lasing was demon-
strated at TTF FEL in the year 2000 at 11 eV photon energy, and a peak brilliance of
(6± 4) · 1025 in the above units has been achieved up to now.
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The production of FEL and spontaneous undulator radiation is discussed in part V,
together with the scientific case, photon optics issues, FEL physics and civil engineering
for the FEL laboratory. Although undulators are discussed in part V, the present
chapter also includes a synoptic version of the undulator chapter for the convenience
of those readers particularly interested in technology issues.

9.1.2 General layout

The FEL laboratory building is located at the new campus close to the collider inter-
action region. The electron beam is extracted from the regular acceleration structure
at the desired energy level and then transferred by a long beam transport line parallel
to the linac, until it is deflected into the X-ray experimental area, see figure 9.1.3 and
section 9.6.

Figure 9.1.3: Sketch of a coherent X-ray source laboratory based on the TESLA linear
collider installation. The XFEL electron beam is produced by a dedicated injector followed
by a sequence of bunch compressors. The beam can in principle be extracted at any energy
between 2 and 250 GeV and is transferred inside the linac tunnel to the X-ray lab located
close to the interaction points (I.P.). Multiple extraction lines can be utilised in parallel,
so that various beam energies are available in the X-ray lab quasi-simultaneously. In the
present design, two beam lines with electron energies up to 50 GeV are foreseen.

Several such extraction lines can be built in parallel, so that various beam energies
can be made available in the XFEL laboratory quasi-simultaneously. The scientific
requirements (presented in part V) can be satisfied with 30 GeV maximum electron
beam energy. Since the cost increase is very small, one of the electron beam transport
lines is designed for a max. energy of 50 GeV in case new experiments require this
energy in future. Thus, our design provides two beam lines for energies between 13 -
27 GeV and 20 - 50 GeV, respectively. The 800 m long beam collimation system (see
section 9.6.4) which protects the undulators from radiation damage is also part of the
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transfer line. 900 meters before the XFEL laboratory, these beams are deflected into a
4 m diameter tunnel, thus separating the beams from the linac tunnel.

At the end of the extraction tunnel, a beam switchyard is foreseen distributing the
beams to different undulators, see figure 9.1.4 and section 9.8.

Figure 9.1.4: Beam switchyard distributing two electron beam lines of different energies
to various undulators. SASE1 through SASE5 are FEL undulators while U1 through U5
are undulators for spontaneous radiation. The scheme sketched can be extended to serve
many more undulators. It displays also the long drift lines necessary for the photon beams.

Having left the FEL, the quality of the electron beam is still very attractive, so
that it is passed through another FEL or through further undulators generating spon-
taneous radiation. As described in section 9.6, all electron beam transfer lines have
been designed with large bending radii (> 2000 m for the 50 GeV branch) in order to
keep degradation of beam quality due to quantum fluctuation of spontaneous syn-
chrotron radiation in these bends in tolerable limits. The over-all size of the XFEL
lab is determined by the length of the electron beam switchyard, the length of FEL
undulators, and by several hundred meters of drift lines for the intense photon beams
to let them grow by their natural divergence until they can be handled by the first
optical elements. Including the actual experimentation area, a total length of 1300
meters is required.

While the linac tunnel is about 20 meters below ground, there is no problem to build
the XFEL lab above ground or at a more moderate depth. The present design has been
optimised taking into account civil engineering costs, radiation shielding requirements,
and environmental considerations.

9.1.3 Combined operation for collider and XFEL

Due to the large accelerating gradient foreseen, only pulsed RF operation is possible for
both technical and economical reasons. Thus, the electron pulse structure consists of
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trains of electron bunches, repeated at the linac repetition rate of 5 Hz. It is proposed
to run in an interleaved pulse mode, where RF pulses for high-energy physics and those
for X-ray physics alternate, as shown in figure 9.1.5. This means that the first part of
the electron linac which is used for both XFEL and collider pulses, operates at a total
repetition rate of 10 Hz, and dipole magnets pulsed at 5 Hz extract the XFEL electron
beam from the main linac at the desired beam energy.

Figure 9.1.5: TESLA pulse structure for combined high energy physics (HEP) and XFEL
operation.

The proposed pulse structure for combined high energy physics (HEP for short)
and XFEL operation minimises the interference between beam properties for HEP and
XFEL physics, and all pulsed magnets required to switch beam lines can be made
slow. In particular, the beam energy of the XFEL pulse in each extraction line can be
varied from pulse train to pulse train within a range determined by the tuning speed of
the extraction beam line magnets, and is independent of the collider energy. The basic
operation mode could be that both XFEL electron beam lines are fed alternately by full
bunch trains, so that both the 27 GeV and the 50 GeV branch are actually operating
at 2.5 Hz. Note that such an operation mode consisting of alternating beam pulses
for HEP and X-rays is different from joint use of HEP storage rings by synchrotron
radiation users: Both users can define beam properties like energy, emittance, current,
time structure, etc. of their electron pulse independent of each other to a very large
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extent, since they use different injectors and since it is feasible for RF components to
change power and pulse length from pulse to pulse.

In principle, both pulse length and repetition rate of the XFEL pulse could be
increased within a certain limit, but one should keep in mind that, already in this
scheme, the average electron beam power of the XFEL pulse alone is of the order of
2 MW, resulting in AC power consumption of roughly 6 MW, see Table 9.1.1. In the
context of power efficiency it is certainly an advantage of TESLA that the AC power
for compensation of the static cryogenic losses have to be invested anyway for the
collider pulse, so that the overall power efficiency for the XFEL electron beam pulse
can be made as large as 28%. This optimum efficiency occurs at 18 MV/m accelerating
gradient.

Variable Unit Value

Linac Parameters
optimised gradient for XFEL operation MV/m 18
linac repetition rate frep for XFEL Hz 5
bunch length (rms) fs 80
bunch spacing ns 93
number of bunches per train 11500
bunch train length µs 1070
bunch charge nC 1
normalised emittance at undulator entrance mrad mm 1.6
uncorrelated rms energy spread MeV 5.1
RF duty cycle % 0.5
average electron beam power (27 GeV branch) MW ≤ 0.8
average electron beam power (50 GeV branch) MW ≤ 1.4
over-all power efficiency AC to electron beam % 28
FEL Parameters
typical saturation length m 100 - 220
photon energy range keV 0.2 - 12.4
photon beam power range GW 20 - 100
number of photons per bunch 1012 1 - 20
typical photon beam divergence (rms) µrad 1
typical photon beam diameter (rms) µm 20

Table 9.1.1: Key parameters for XFEL operation with TESLA. More detailed tables on
XFEL operation are given in part V.
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Figure 9.1.6: Possible pulse train patterns for the TESLA XFEL.

9.1.4 Pulse pattern and energy variation

There is considerable flexibility in choosing the bunch-to-bunch spacing inside the pulse
train, the fundamental limitation only given by the RF period of 770 ps. Figure 9.1.6
illustrates some of the possibilities. The distribution of bunch trains among different
undulators can be done in many ways. To be specific, in this report the most straight-
forward solution is presented, namely a dipole magnet pulsed at 1.25 Hz located in
the “switchyard” (see figure 9.1.4) of each electron transfer line. It directs every other
electron bunch train into a second branch of undulator lines, so that each undulator
actually receives bunch trains of full length at 1.25 Hz repetition rate. Each of the four
resulting electron beam lines ends into its own beam dump, see figure 9.1.4 and section
9.9.
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The distribution could alternatively be done by either fast kicker magnets, by
deflecting-mode-cavities synchronised with the accelerating RF [13], or by subharmonic
cavities followed by a dispersive section. Each of these systems has different capabili-
ties with respect to the pulse structure delivered to the respective users, so the choice
will be made depending on the user requirements. Space is reserved in the switchyard
area to keep this choice open. Naturally, the procedure of bunch train distribution re-
duces the average brilliance to be generated by each undulator, but the peak brilliance
remains untouched. Note also that even if the pulse train is distributed among many
undulators, the average brilliance from each undulator will still be three or more or-
ders of magnitude higher than at state-of-the-art 3rd generation synchrotron radiation
sources.

In principle, the linac is capable of rapidly changing the beam energy from RF pulse
to RF pulse. Even within each bunch train some well-controlled energy variation is
possible. However, changing the beam energy by a large amount requires also adjust-
ment of magnet settings in the transfer lines which typically takes a few minutes. To
keep the possibility of very fast tuning within at least a small energy range, the entire
electron beam lines are designed such that within a ±3% momentum bandwidth there
is only small emittance dilution due to chromatic and dispersive mismatch, see section
9.6. Consequently, the wavelength can be tuned within 12% range at a speed only lim-
ited by RF regulation, without any adjustment of magnet settings, and beyond that
range with a time constant of minutes. In addition, wavelength tuning by undulator
gap variation is foreseen, see section 9.8.

9.1.5 Electron beam parameters

Choice of injector While the electron beam size delivered from a radiation damp-
ing storage ring perfectly matches the requirements of the collider pulse, such a beam
cannot be utilised for an XFEL. A beam with smaller horizontal emittance and much
smaller longitudinal emittance is required, which can be provided by an RF photocath-
ode gun. With the present state of technology of RF guns, an XFEL could be made
operating in the several Ångstrøm range. Anticipating improvements in gun perfor-
mance by about a factor of 4 in terms of minimum emittance, a normalised emittance
of less than εn = 0.8 mrad mm (for 1 nC bunch charge) and a longitudinal emittance
of 26 keV ·mm becomes feasible, see section 9.3. It is important to understand that
in a linac the normalised emittance εn is a conserved quantity (provided wakefield and
space charge effects are small, see below), so that the geometrical emittance ε (which
determines the diffraction limit) decreases linearly with energy: ε = εn/γ, γ = E/m0c

2

being the relativistic factor. In contrast, the geometrical emittance of a storage ring is
not determined by initial conditions but by quantum fluctuation effects and increases
with the square of the energy. This dependence limits the generation of high-energy,
very low-emittance beams in storage rings and makes, together with peak current lim-
itations in storage rings, circular machines unsuitable for XFELs.
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Bunch compression In order to achieve laser saturation within a single passage,
XFELs require peak currents of a few kiloamperes. Because of space charge effects,
such high currents cannot be generated directly in the RF gun cathode without blowing
up the transverse emittance. Instead, a 20 ps long beam with 50 A peak current is pro-
duced, accelerated, and longitudinally compressed by a factor of 100. This compression
takes place in several steps at different energies, see section 9.4.

Bunch compressors are beam line sections which longitudinally compress the bunch
using path length differences in a magnetic chicane. Although simple in first-order
theory, the physics of bunch compression becomes very challenging if collective effects
like space charge forces and wakefields (so-called coherent synchrotron radiation forces,
CSR) are taken into account [15, 16]. Considerable progress has been made during
recent years on detailed understanding (including computer simulation) of transverse
and longitudinal electron beam properties in presence of these forces [43]. In particular,
bunch compression has been performed and analysed at the TESLA Test Facility,
proving the validity of computer modeling tools, see section 9.2. The actual design of
the bunch compressor sequence for the TESLA XFEL is determined to a large extent
by a careful balance of CSR effects, see section 9.4.

Wakefields Wakefields are electro-magnetic fields (transverse or longitudinal) gener-
ated by the interaction of the electron bunch charge with the vacuum chamber. Bunch
compression requires perfect control of the longitudinal energy distribution inside each
bunch. For very short bunches, this energy distribution is distorted or even dominated
by longitudinal wakefields. Wakefields of bunches as short as 25µm have never been
measured and are challenging to predict.

Fortunately, the wakefields in the low-frequency accelerating structures of TESLA
are quite small in comparison with higher-frequency linacs, which is certainly an argu-
ment in favour of a superconducting accelerator like TESLA, as mentioned before (see
also section 3.2).

Wakefields in the beam transfer lines are discussed in section 9.7. Their main effect
is a systematic variation of beam energy along the longitudinal position within each
bunch, sometimes called correlated energy spread. A considerable correlated energy
distribution due to wakefields exists at the entrance of the undulators, see table 9.1.2,
where the contributions of beam line sections are listed. Figure 9.1.7 shows the accumu-
lated longitudinal wake potential at the undulator entrance. Within ±1σ longitudinal
distance from the bunch centre, there is a ±20 MeV correlated energy distribution. In
contrast to uncorrelated energy spread present within each longitudinal slice of the
bunch (i.e. present in each micro-bunch, see figure 9.1.1), such a correlated energy
distribution is not necessarily a problem for FEL operation, but it nevertheless widens
the linewidth of the XFEL beam because such electron beam ”chirp” is transferred into
a photon beam chirp, see eq. 9.1.1. On the other hand, the chirp (at least the linear
part of it) might be used for a further photon beam compression. It can also be used to
compensate partly the wakefields which grow during the passage of the bunch through
the undulator due to the resistivity and the surface roughness of the vacuum chamber
(see section 9.7). It should be noted that the bunch compressor design leaves some
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flexibility in the amount of the energy chirp by appropriately setting the initial RF
phase, thus being able to respond to requirements on FEL operation, on user requests,
or on beam parameter variation.
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Figure 9.1.7: Accumulated longitudinal wake potential at the undulator entrance versus
the longitudinal position s (in unit of rms bunch length) inside the bunch. The broken
line indicates a Gaussian bunch profile with σ = 25µm bunch length (1 nC charge) which
was used in the calculation. The bunch tail is to the right.

Transverse emittance The RF photoinjector produces a round beam, just as it is
needed for the FEL. Compared to the HEP beam (provided by the damping ring), the
FEL beam emittance is smaller in the horizontal plane, but much larger in the vertical.
It has been demonstrated in section 3.2 that the tiny vertical emittance of the HEP
beam can be preserved in the linac, hence emittance in the linac is not an issue for
the FEL beam. However, as mentioned above, there will be emittance growth in the
bunch compressors and in the beam transfer lines, and chromatic effects due to the
strong longitudinal wakefields might occur.

Similar to the energy spread, emittance growth within each slice of the bunch is
much more dangerous to the FEL process than a slice-to-slice variation of the slice-
centroid transverse position. The latter leads to growth of the over-all emittance pro-
jected along the longitudinal coordinate, which is the quantity normally determined
by emittance measurement techniques. As seen from table 9.1.2, our simulation codes
predict a slice emittance of 0.9 mrad mm at the entrance of the undulator, while the
projected emittance becomes as big as 2.6 mrad mm, mainly due the coherent syn-
chrotron radiation (CSR) in the bunch compressors. Note that the contributions to
emittance growth (both slice and projected) downstream from the bunch compressors
are all below 1% and are thus neglected in table 9.1.2.
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Since the slice emittance determines the required undulator length to a large ex-
tent, we believe a conservative approach is appropriate for the assumption on this
key parameter. We therefore allow for a considerable contingency margin and assume
1.6 mrad mm slice emittance at the undulator entrance. This choice guarantees that
a major part of the bunch reaches saturation in the FEL process. It takes also into
account that for commissioning and tuning of the machine experimental verification
of the slice emittance will be needed, but will be difficult to measure precisely if it is
much smaller than the projected emittance.

Section driving effect slice/projected slice/ energy bunch
emittance correlated loss length
[mrad mm] energy spread (rms)

Cathode therm. emitt. 0.65/0.65 1.7 mm
Injector space charge 0.7/0.8 15/0 keV 1.7 mm
Compressor CSR 0.9/2.6 2.5/0 MeV 25µm
Main linac geometric wake ” 2.5/<19 MeV ”
Transfer line resistive wake ” 2.5/5.9 MeV 12 MeV ”
Transfer line roughness wake ” 2.5/25 MeV 7.7 MeV ”
Elevation resistive wake ” 2.5/8.6 MeV ”
Undulator resistive wake ” 2.5/12 MeV 2.9 MeV ”
Undulator roughness wake 0.9/2.6 2.5/14 MeV 12 MeV 25µm

Table 9.1.2: Development of electron beam parameters along the beam line. In the un-
dulators there are, in addition to resistive and roughness wakes, further contributions to
the energy spread and energy loss, depending on undulator parameters and beam energy.
These contributions are intimately related to the radiation process and are thus discussed
in part V. For wakefields in the main linac, see also section 3.2.

9.1.6 Undulators

The undulator length Lu required to reach the FEL saturation increases with decreasing
photon wavelength. Most XFEL parameter sets call for Lu of at least 100 m. A
high field quality (or corresponding correction elements) is required to guarantee, for
instance, that the electron beam centroid does not depart from a straight line by more
than 10µm within some 10 meters of undulator length. Finally, a periodic quadrupole
focusing lattice has to be superimposed to achieve the small beam diameter required.
Such an undulator has not yet been built, and it is believed that one should proceed
step by step towards the challenging goal [17, 18]. All undulators are designed for
variable gap to permit maximum wavelength tuning flexibility for users.

A very attractive alternative to planar undulators are helical undulators. They
radiate circularly polarized photons, which are of interest for some users, and they can
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be shorter than planar devices. Section 9.8 contains a synoptic description of concepts
and technology of XFEL undulators while more details can be found in part V. Finally
it is noted that here is again a common interest with the linear collider in terms of
technology. As discussed in section 4.3, a 100 m long planar undulator or a 150 m long
helical undulator is needed for the high brilliance positron source.

9.1.7 FEL Theory and Photon Beam Properties

The prediction of the photon beam parameters of an X-ray FEL is based on an elaborate
theory and on various computer codes. Table 9.1.1 contains only a few numbers on
the expected FEL performance, a much more detailed discussion is given in part V, as
well as a justification for the choice of design parameters. The values quoted on the
FEL performance should be used as a guideline only, since there is no experimental
experience yet in this wavelength regime. As mentioned before, the average brilliance
generated by each undulator is accordingly smaller than the number quoted if the
electron beam is distributed to many undulators.

According to eq. 9.1.1 there are two fundamentally different methods for wavelength
tuning: One can either change the electron beam energy or the undulator K parameter.
As discussed before, a linac has excellent possibilities for energy variation, but energy
variations beyond the bandwidth of the beam transfer lines will apply for all undulators
served by the respective extraction line. To provide additional tuning flexibility, all
undulators will provide variable K parameters by variable gap size. Since at TESLA
the electron energy is (practically) a free parameter for radiation users, one could think
of further increasing the photon energy by increasing the electron beam energy. There
are two effects limiting the energy:

• At this electron energy level there is a large energy loss by spontaneous undulator
radiation, which both detunes the resonance condition and represents a significant
source of background to the FEL radiation.

• When increasing the electron energy to achieve shorter and shorter wavelength, a
serious limitation due to the quantum fluctuation of spontaneous radiation is en-
countered [19]. For any set of electron beam parameters and tolerable undulator
length a minimum photon wavelength exists which corresponds to a well-defined
electron energy. For the electron beam parameters assumed here and an undula-
tor length of Lu = 200 m this limit is 0.64 Ångstrøm.

Thus there are two potential ways to make use of the high electron energy available
at TESLA: To increase the XFEL brilliance at a not too small wavelength, or to use
the spontaneous undulator spectrum in the hard X-ray regime that can extend up
to the multi-MeV range and that provides an enormous peak brilliance even without
the FEL process. The presented layout includes both options. The bending radii of
all electron transfer tunnels are large enough that beam lines could be installed with
tolerable synchrotron radiation losses up to approx. 100 GeV beam energy. Presently,
the beam lines are laid out for an energy range up to 50 GeV.
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9.1.8 The VUV FEL Project at the TESLA Test Facility

At the TESLA Test Facility (TTF) linac, a proof-of-principle experiment is running
to demonstrate the SASE principle at wavelengths below 100 nm [14]. The TTF FEL
includes all major components and techniques necessary for an XFEL, and the electron
beam parameters are in many respects not too far away from those needed for an XFEL:

• The RF photoinjector has achieved εn = 3.5 mm mrad at 1 nC bunch charge.

• The bunch compressor has successfully demonstrated compression to < 500µm
rms bunch length.

• Coherent synchrotron radiation (CSR) effects and roughness wakefields have been
studied experimentally.

• A 15 m long undulator including quadrupole focusing and a collimator section for
undulator protection was installed and successfully commissioned.

• Linac operation with bunch trains as long and at the same beam current as needed
for the XFEL was demonstrated with tolerable losses in the undulator. The peak
energy variation was kept below 0.3% by active beam loading compensation.

First lasing was achieved at wavelengths ranging from 80 to 180 nanometers in accor-
dance with FEL theory [3]. An upgrade is being prepared for FEL operation with pulse
trains identical in length and current to XFEL parameters, including feedback systems
to stabilize beam energy and beam position at the undulator entrance. Section 9.2
presents some details on the TTF FEL operation experience.

A project to upgrade the TTF to a user facility producing photons with wavelengths
down to 6 nm is under way. This upgrade raises the electron energy to 1 GeV and
reduces the bunch length to 50µm. The injector will be modified to a scheme very
similar to the XFEL injector, and the undulator will be extended to a total length of
30 m.

Since the photoinjector has a large impact on the saturation length and perfor-
mance of the FEL, a stand-alone test facility for high-performance RF photoinjectors
(PhotoInjector Test stand in Zeuthen, PITZ) is under construction at DESY-Zeuthen.
Each progress on gun development will readily be transferred to TTF FEL to improve
its performance and to investigate operation properties at a full scale facility.

9.1.9 The FEL collimation and protection system

Collimators in the FEL beam line serve two purposes: Reduction of the dark current
contents in the beam and protection of the undulators from radiation damage.

Dark current may lead to radiological problems in the beam line and the undulators
if it is lost in an uncontrolled way, and produces a background signal for the FEL users.
Due to its low phase space density, the spontaneous radiation produced by dark current
in the undulators is not amplified by the SASE process. The integrated light output
might nevertheless be non-negligible since each RF bucket may contain electrons.
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Figure 9.1.8: Schematic layout of the FEL collimator and protection system.

The collimation system is separated into two parts. Low energy collimators in the
injector and the bunch compressors reduce the dark current produced in the RF gun
and the first accelerator modules. High energy collimators at the end of the transfer line
scrape off dark current from the main linac (figure 9.1.8). The high energy collimation
is rather simple due to the large energy difference between the dark current produced
in the main linac and the actual beam. Dark current produced in the gun is quite
difficult to collimate, since it has similar energy as the real beam, and requires a
set of collimators to reduce the acceptance of the beam line in the transverse and
the longitudinal phase space. It is of utmost importance to keep the production of
dark current, especially from the back plate of the gun, at a minimum. Experience
at TTF has shown that a dark current contents as low as 105 electrons per bucket
(corresponding to 20µA in the RF pulse) at the undulator entrance is achievable.

In case of a machine failure that is not detected by the control system, the the FEL
beam lines have to be protected from the very intense electron beam. Especially the
undulator magnets are sensitive to beam losses and can degrade by radiation damage
even from a small loss over a long period. The collimator sections are equipped with fast
beam loss monitors (szintillators and photomultipliers) which trigger the emergency
dump kicker and the laser beam shutter of the RF gun.

In order to detect a beam loss at the lowest possible energy the collimators in the
injector have the smallest acceptance. The acceptance of the collimators is increasing
along the beam line so that downstream collimators are in the shadow of all upstream
collimators. The undulators are in the shadow of all collimators. The largest part
of the XFEL installation is protected by the high energy collimation section which
is described in more detail in section 9.6.4. In order to save length only sacrificial
collimators are employed in front of the undulators. They will not survive a beam loss
in the section downstream of the high energy collimators if the emittance of the beam
stays at the nominal value during the loss.
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9.2 Experience from TTF FEL Operation

This section deals with the experience gained on FEL issues at the TESLA Test Fa-
cility (TTF). For discussion of superconducting accelerator matters and the integrated
systems test, see section 2.

The first lasing of the high gain FEL at the TTF linac was achieved in February
2000 [3], which served as a proof-of-principle for high gain SASE FEL at VUV photon
wavelengths. Since then, an FEL photon beam has been delivered over several hundreds
of hours at wavelengths between 80 and 180 nm [10], corresponding to electron beam
energies between 270 and 180 MeV (figure 9.2.1), demonstrating stable operation and
energy tunability of TTF FEL.

Figure 9.2.1: SASE FEL wavelengths obtained at TTF FEL versus electron beam energy.
The red curve is the prediction according to eq. 9.1.1.

9.2.1 FEL results

The characteristics of the FEL photon beam were studied in great detail at photon
wavelengths of around 108 nm, with an FEL gain of a few thousands over the undu-
lator spontaneous emission. The observed wavelength spectrum (see figure 9.2.2), the
angular spread and photon intensity fluctuations agree very well with the expectations
[3]. Gain saturation has not yet been observed. A fundamental characteristic of the
FEL process is the strongly non-linear dependence of the photon intensity on bunch
charge, shown in figure 9.2.3.

In September 2000, SASE with a gain of 105 was observed at 108 nm with bunch
charges of 3.5 nC. Additionally, experiments varying the electron beam trajectory inside
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Figure 9.2.2: Typical wavelength spectrum of the central SASE FEL radiation cone
(collimation angle ±0.2 mrad), taken at the TESLA Test Facility. The dotted line is
the result of numerical simulations. The bunch charge is 1 nC. The larger width of the
measured spectrum is consistent with the energy spread of the beam.

the undulator have demonstrated the strong dependence of the FEL process on the
overlap between the electron and the photon beam along the undulator axis.

9.2.2 TTF FEL performance

The operation of the linac in the ’FEL mode’ has been sustained over a period of
more than two months, demonstrating the stability and reproducibility of the various
linac components (magnets, injector system, RF systems, superconducting cavities,
etc.) for delivering small emittance and short electron bunches with good alignment to
the undulator axis. The superconducting cavities, the RF control and the cryogenics
system showed an excellent performance at moderate gradients of about 15 MeV/m
during the entire period of commissioning and operation of TTF FEL. Moreover, the
FEL action was recovered within only a week of the linac startup after the shutdown
of June-July 2000.

The two most relevant technical factors that have made possible the successful test
and operation of the high gain FEL are the field quality of the undulator magnet,
which assures a good interaction between the photon and the electron beams, and the
capability of the linac components to generate electron bunches with small emittance,
compress them to a few tenths of a millimetre and accelerate them while preserving
their high charge density.

9.2.3 Undulator magnet quality

An FEL gain of several thousands over the undulator spontaneous emission has been
achieved with a 13.5 m long undulator magnet without the help of additional mag-
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Figure 9.2.3: SASE FEL intensity versus bunch charge. The straight line is the spon-
taneous intensity multiplied by a factor of 100. To guide the eye, mean values of the
radiation intensity are shown for some bunch charges (full squares). The vertical error
bars indicate the standard deviation of intensity fluctuations, which are not an indication
of machine instability but are due to the statistical character of the SASE process. For
this measurement all accelerator settings were kept constant, except for the bunch charge.
Above 0.6 nC there is no further increase of gain without readjustment of accelerator set-
tings which would be necessary to compensate for the changed phase space distribution of
the electron bunch.

netic correction. This is the result of careful design, fabrication, quality control and
installation of the undulator modules.

An undulator with high magnetic field, and a very good overlap between the pho-
ton and the electron bunches are essential for SASE FELs. The magnetic field qual-
ity realized at three 4.5 m long undulator modules installed in the TTF linac repre-
sents the state-of-the-art for production and quality control of such devices [18]. The
undulator field alone was measured to have deviations in the second field integral∫ Lu

0

∫ s
0
B(s′)ds′ds from an ideal field between 3 and 6 T·mm2 rms [20], which would

induce an rms orbit deviation of about 5µm at 300 MeV. These undulator modules are
equipped with strong quadrupole magnets to keep the beam focused within very small
dimensions. The alignment of these quadrupoles is better than 50µm, which reduces
their kicks to the electron beam trajectory along the undulator. The installation and
alignment of the three modules with respect to each other and with respect to the linac
and the vacuum chamber [21] was accomplished using laser alignment techniques.
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9.2.4 Electron beam quality

Bunches with very small transverse beam emittances and high peak current (longitudi-
nal density) are needed for a high gain FEL. This is achieved using a two-step strategy:
generation of bunches with small transverse emittances using an RF photocathode, and
longitudinal compression at high energy using a magnetic chicane (see below).

The laser-driven photo-injector [22, 23, 24] (see also section 9.3) is capable of gen-
erating bunches of electrons of 1 nC with transverse emittances of 3.5 mrad mm (nor-
malized) in agreement with simulation results [25, 26]. A strong RF field at the cath-
ode provides a rapid acceleration to relativistic energies to reduce space-charge effects
(which can blow up the beam). The operation of this injector and its subsystems (laser,
cathode, RF, etc.) started in May 1999 and since then they have proven to be very
reliable. (For details concerning the laser see section 9.3.7.) A major concern has been
the increase of dark current within several weeks of run with beam. The origin of the
dark current and its effects on the linac have been understood to a large extent [27]. In
the recent months, several technical solutions were applied, which reduced the amount
as well as the effects of dark current.

In the first accelerator module, which contains eight TESLA cavities, the electron
bunches are accelerated to 125 MeV and a correlated energy distribution within the
bunch is generated by shifting the phase of the RF field by about 10◦ from the crest
value. Thereby the particles at the tail of the bunch gain more energy than particles at
the head and take a shorter path in the following magnetic chicane (see also section 9.4).
A compression factor of about five has been achieved routinely, shortening the bunch
from 2.5 to 0.5 mm rms.

Several methods to measure the longitudinal charge distribution of the electron
bunch have been developed and tested in the TTF linac: coherent transition radia-
tion interferometry [28], longitudinal phase-space tomography and streak camera [29].
The first method employs a Martin-Puplett interferometer to measure the autocorre-
lation function of the coherent transition radiation emitted when an electron bunch
goes through a very thin aluminum foil. The autocorrelation yields by Fourier trans-
formation the absolute magnitude of the bunch form factor. For the reconstruction of
an asymmetric bunch, such as shown in figure 9.2.4, also the phase of the form factor
is needed which is computed from a dispersion-relation integral. In the longitudinal
tomography method, the phase of the accelerating cavities downstream the bunch com-
pressor is varied in several steps in the range of ±45◦. The energy profile resulting from
each phase is measured at a screen downstream the spectrometer dipole. The charge
density in the longitudinal phase space can be reconstructed from the measured projec-
tions on the energy axis using a tomography method. The longitudinal bunch profile is
obtained by projecting the phase space in the longitudinal axis. Measurements of the
longitudinal profile of the electron bunches obtained from the two methods described
above are shown in figure 9.2.4. All measurements reveal a non-Gaussian longitudi-
nal profile with one peak containing about half of the total bunch charge when the
bunch is longitudinally compressed. Moreover, the energy distribution measured after
a spectrometer dipole, breaks up into several peaks indicating a fragmentation of the



9.2 Experience from TTF FEL Operation II-301

−10 −5 0
0

0.2

0.4

0.6

0.8

1

time [ps]

C
ha

rg
e 

D
is

tr
ib

ut
io

n 
(C

ur
re

nt
) 

[a
.u

.]

−10 −5 0
0

0.2

0.4

0.6

0.8

1

time [ps]
C

ha
rg

e 
D

is
tr

ib
ut

io
n 

(C
ur

re
nt

) 
[a

.u
.]

Figure 9.2.4: Longitudinal profile of the electron bunches as measured with two different
methods. Left: A measurement using the coherent transition radiation interferometry
method. Right: Projection of the longitudinal phase-space reconstructed by means of the
tomography method. Both measurements were taken with a few days separation.

longitudinal phase-space when the bunch is fully compressed [30]. Theoretical stud-
ies [31] point to coherent synchrotron radiation causing the fragmentation when the
radiation emitted by the tail particles in the dipoles interacts with the particles at
the head of the bunch. According to these studies, full compression leads to an rms
bunch length well below 0.5 mm rms which is consistent with an observed FEL radi-
ation pulse length of only 100µm [3]. Since such fragmentation would be detrimental
to further compression, less aggressive compression in the first compressor chicane and
further stages of compression at higher beam energy are foreseen for the second phase
of TTF and for TESLA (see section 9.4). Since detailed understanding of longitudi-
nal dynamics in this new domain of accelerator physics is of paramount importance
for FEL performance, further studies and experiments on this subject are planned at
TTF. A system of wire scanners is installed at both ends of each undulator module
in order to measure the transverse profile of the electron. For a transverse emittance
of 4 mrad mm (normalized) the expected beam size at the undulator is about 0.1 mm
rms. A horizontal and vertical beam profile measurement taken with the wire scanner
is shown in figure 9.2.5.

The prototype of an orbit correction feedback system installed at TTF consists of
a pair of fast vertical kicker magnets controlled by a digital signal processor. This
processor takes the signals from a pair of beam position monitors located downstream
and provides two feedback loops: A feed-forward loop corrects beam orbit deviations
that appear on every macro pulse and applies a correction to the following macro pulse.
The second feedback loop corrects the position deviations from bunch to bunch. A first
test (see figure 9.2.6) demonstrates the possibility to correct fast bunch instabilities
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Figure 9.2.5: Typical transverse beam profiles measured with the wire scanners installed
at the undulator section.

appearing at each bunch train as well as slow drifts of the beam position along the
bunch train.

Figure 9.2.6: Results of the first test of the fast orbit feedback system on a 10µs long
bunch train. Back window: beam position monitor signal with feedback off. Each bunch
train is separated by a vertical green line. The first kicker is used to introduce a noise
signal of 0.5 MHz in the bunch train. Front window: Signals for the feedback on. from
top to bottom: Beam position monitor signal for eight consecutive bunch trains, the am-
plitude signal applied to the second kicker, the feed forward signal and the bunch-to-bunch
regulation signal.
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9.3 The XFEL Injector

9.3.1 Introduction

The high electron beam brightness, necessary to drive a SASE FEL, has to be generated
in the FEL injector and then accelerated to higher energy and transported to the
FEL laboratory with a minimum of emittance dilution. Only the development of
RF photoinjectors makes it possible to generate a bunch with the required transverse
emittance at a rather high charge and short bunch length. The bunch length has to be
further compressed in the downstream beam line when the effects of space charge forces
are reduced due to the higher beam energy. The new injector layout presented here
is based on experience with existing injectors and new simulation tools as well as an
improved theoretical understanding of the beam dynamics of space charge dominated
beams.

9.3.2 General layout

A schematic layout of the injector is shown in figure 9.3.1.

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

0 5 10 15 20 25 30 35 40 45

x 
[m

]�

z [m]

triplet to control 
CSR coupling to 
bending plane

First Compression Stage (BC1)

RF-section
3rd harmonic

diagnostics section

solenoid

Accelerator Module

tune-up dumptune-up dump

Accelerator Module

solenoid

RF-Gun

Figure 9.3.1: Schematic layout of the FEL injector.

The electron bunch is emitted by a Cs2Te cathode illuminated by a UV laser pulse
in a high accelerating field (60 MV/m on the cathode, corresponding to 30 MV/m aver-
age gradient in the gun cavity) and accelerated up to 6.6 MeV in the normal conducting
1.3 GHz RF gun cavity. The gun cavity is about 0.25 m long (one and a half cell) and
is powered by a standard 10 MW klystron. A solenoid, centred 0.4 m downstream of
the cathode, focuses the beam into the first accelerator module which is located af-
ter a 3 m long drift. Even without a bucking coil the solenoid field on the cathode is
negligible. The accelerator module, consisting of 8 superconducting 9-cell structures
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(standard TESLA design), increases the energy to 140 MeV and also provides the re-
quired correlated energy spread for the subsequent magnetic bunch compression by
running off crest. Before injecting the bunch into the first bunch compressor a third
order harmonic (3.9 GHz) accelerating section, located 2 m downstream of the accel-
erator module exit, compensates for the non-linear energy distribution in the bunch
arising from the cosine-like dependence of the accelerating field in the first module.
The bunch compressor is followed by an elaborated diagnostic section which allows to
tune the injector and to measure the transverse and longitudinal beam parameters.
Table 9.3.1 summarises the important parameters of the injector. More details on the
layout can be found in [32].

Charge 1 nC
Laser pulse length (total) 20 ps
Laser spot radius 1.5 mm
Peak electric field on the cathode 60 MV/m
Solenoid centre (w.r.t. cathode position) 0.4 m
Solenoid peak field 0.2 T
Solenoid field on cathode 0.0 T
Accelerator module:
- Gradient: Cavity 1-4 12 MV/m
- Gradient: Cavity 5-8 25 MV/m
- Phase -13.6◦

Third harmonic section:
- Gradient 14 MV/m
- Phase -173◦

Table 9.3.1: Parameters of the FEL injector.

9.3.3 Development of the transverse emittance.

The development of the projected transverse emittance in the gun region is dominated
by space charge induced correlations in the phase space distribution due to the variation
of the transverse space charge force along the longitudinal position within the bunch.
A proper focusing allows to compensate these correlations and thus to reduce the
projected emittance downstream of the gun [33, 34]. Figure 9.3.2 shows schematically
the development of the phase space.

A new working point, very suitable to damp emittance oscillations, has been found
recently [35] in the context of the LCLS FEL project [36]. By a proper choice of RF gun
and solenoid parameters, the emittance evolution shows a double minimum in the drift
section behind the gun. If the booster, i.e. the first accelerator module, is located where
the relative emittance maximum and the envelope waist occurs, the second emittance
minimum can be shifted to the booster exit and frozen at a very low level, preventing



9.3 The XFEL Injector II-305

x x

x’

x

x’

x

a b

c d

x’ x’

center

head & tail

center

head & tail

Figure 9.3.2: Transverse phase space plots showing schematically transverse emittance
growth and reduction due to space charge forces. (a) Initial phase space with small (zero)
emittance at the gun. (b) Phase space after transport up to the solenoid lens, showing the
growth of the projected emittance due to the different focusing strength at the bunch centre
and the tails. (c) The phase space distribution has been rotated by an external focusing
kick. (d) Phase space after a drift behind the lens. The projected emittance is decreased
due to the action of the space charge forces.

additional emittance oscillations in the subsequent beam line. In this configuration the
location of the solenoid can be shifted downstream of the gun cavity exit. At the same
time the drift section between gun and accelerator module has to be increased and the
gradient in the first part of the module lowered. The increased drift section is useful to
accommodate the laser input port, basic diagnostic, vacuum components and the cold-
warm transition for the superconducting accelerator module. Starting from a scaled
LCLS injector the design was optimised with two codes: the macro-particle tracking
code ASTRA [37] and the multi-slice envelope code HOMDYN [35]. In HOMDYN,
space charge fields are described analytically for a uniformly charged hard-edge cylinder
with a linear off-axis approximation of the transverse electric field. ASTRA allows the
simulation of arbitrary cylindrically symmetric particle distributions and includes non-
linear fields. HOMDYN on the other hand is much faster than ASTRA and hence
allows large parameter scans to be performed. Figure 9.3.3 shows the development of
the transverse emittance as calculated with ASTRA and HOMDYN. Besides a general
agreement of both codes, small differences are found which are due to non-linear space
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charge fields in the region close to the cathode. The transverse emittance compensation
process is clearly visible in the plot: the emittance reaches an absolute maximum
in the centre of the solenoid and is reduced to a first minimum in the drift section
before it begins again to increase. The booster entrance is located at the following
relative emittance maximum at which the beam envelope reaches a laminar waist.
The emittance oscillation is reduced by a properly matched accelerating field in the
first cavities of the accelerator module to an absolute minimum of 0.5 mrad mm. At
the booster exit the average bunch energy is 140 MeV, high enough to suppress space
charge forces, so that standard optics applies downstream of the booster. The thermal
emittance is not included in this simulation. Theoretical estimates [38] give an upper
limit of 0.74 mrad mm for the thermal emittance with the present parameters of the
injector. Adding both contributions in quadrature yields 0.9 mrad mm as the predicted
transverse emittance of the injector.
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Figure 9.3.3: Development of the transverse emittance in the gun, the accelerator module
and the third harmonic section.

9.3.4 Development of the longitudinal emittance.

The main drawback of injecting a long electron bunch directly into the booster linac
resides in the longitudinal phase space distortion induced by the RF wave curvature.
This cosine-like distortion obstructs the compression process and sets a lower limit on
the achievable bunch length. A possibility to correct this distortion is to use a third
harmonic RF accelerating field (i.e. at 3.9 GHz). The operating point of this higher
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harmonic accelerating section (amplitude V3 and phase ϕ3) is closely related to the
booster linac parameters (V1, ϕ1): Given the incoming kinetic energy E0 (at the gun
exit), the relative energy spread at the exit of the third harmonic section takes the
form:

δ(s) =
1

E0 + V1 cos(ϕ1) + V3 cos(ϕ3)
· [V1 (cos(krfs+ ϕ1) (9.3.1)

− cos(ϕ1)) + V3 (cos(3krfs+ ϕ3)− cos(ϕ3))] ,

where s is the longitudinal coordinate w.r.t. the bunch centre.
On the other hand, a downstream compression section (i.e. a single bunch compressor
or a chain of bunch compressors) maps an electron with initial position (si, δi) to (sf , δf )
according to:

sf = si +R56δi + T566δ
2
i + U5666δ

3
i +O(δ4

i ), and δf = δi, (9.3.2)

where the Taylor coefficients of the transfer map are written as: R56 = ∂Si→f/∂δ,
T566 = 1/2∂2Si→f/∂δ2, and U5666 = 1/6∂3Si→f/∂δ3, defining Si→f as the path length
through the compressor. Note that the maximum compression occurs when sf = 0 in
equation (9.3.2).
From the two latter equations, and under the assumption that the longitudinal phase
space upstream of the compressor can be expanded as a polynomial form: δ(si) =
α1si+α2s

2
i +α3s

3
i , longitudinal matching conditions of the type αi = 1/i! [∂iδ(s)/∂si]s=0

(i ∈ N), can be derived, which, in turn, yield functional dependences of the amplitude
and phase of the third harmonic section:

V3 =

√√√√√√


V1 sin(ϕ1)

[
1− Â/Ĉ

]

3
[
9Â/Ĉ − 1

]



2

+

(
BE0 − (1− B̂)V1 cos(ϕ1)

9− B̂

)2

,

tan(ϕ3) = − V1 sin(ϕ1)(1− Â/Ĉ)(9− B̂)

3(B̂E0 − (1− B̂)V1 cos(ϕ1)(1− 9Â/Ĉ)
. (9.3.3)

where Â, B̂ and Ĉ are coefficients depending on the compressor parameters (e.g.
R56, ...) and RF wavelength λRF [32]. The latter equations can be fed back into the
matching conditions to finally yield the operating phase of the booster linac:

ϕ1 = arcsin

(
µκ− ν

√
µ2 + ν2 − κ2

µ2 + ν2

)
. (9.3.4)

where the coefficients are µ = (8ÂV1)/(9Â − Ĉ), ν = (8ÂV1)/(B̂ − 9), and κ =
9ÂE0/(9 − B̂). The equations (9.3.3) and (9.3.4) are used to find the optimum setup
of the first and third harmonic section given an amplitude for the accelerating field
V1 and an incoming beam energy E0. The longitudinal phase space before and after
the third harmonic RF section is shown in figure 9.3.4. The downstream longitudinal
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phase space has a second order curvature that is matched (in absolute value but with
opposite sign) to the second order distortion introduced by the T566 of the first stage
bunch compressor. This setup was computed using the aforementioned relations and
then further optimised via numerical simulations. It should be noted that the linearised
RF potential leads to a reduced sensitivity to phase errors.
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Figure 9.3.4: Longitudinal phase space upstream (blue) and downstream (red) of the third
harmonic RF section. The longitudinal phase space distribution is linearised by the com-
bined action of the first and third harmonic RF. The remaining curvature is matched to
the second order compression factor of the bunch compressor.

9.3.5 Matching and bunch compression section

The beam line downstream of the third harmonic section propagates the beam to the
next accelerating section and provides three main functions: compression, transverse
matching and diagnostic. The compression system reduces the bunch length from
1.7 mm to 250µm (rms). It consists of an achromatic four-dipole chicane with a bending
angle of 14.2 ◦ yielding a momentum compaction of R56 ' −10 cm. The compression of
a high density bunch has been studied using the TraFiC4 code [43] to include bunch self-
interaction via radiative tail-head effects (i.e. coherent synchrotron radiation, CSR). A
quadrupole triplet upstream of the chicane allows to control the beta function through
the compressor: it is desirable to create a waist of the horizontal beta function between
the third and fourth dipole of the chicane. Hence, the CSR induced rms angular kick,
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〈δx′2〉1/2 in the last dipoles leads to the smallest possible emittance growth according
to ∆ε/ε0 ' β〈δx′2〉/ε0.

Downstream of the chicane the beam line consists of 17 quadrupole magnets ar-
ranged as two quadrupole telescopes separated by a four-FODO-cell lattice with a
betatron phase advance of µx,y = 45 ◦ in both planes. The first telescope provides a
Twiss parameter match from the chicane to the periodic solution of the FODO lattice,
while the second telescope is used to match the Twiss parameters to the downstream
accelerating section. The FODO cell incorporates diagnostics (see next section), and
the FODO half length, L, was chosen to obtain an rms beam size of ≥ 100µm in
order to avoid significant transverse space charge effects, resulting in L = 0.7 m. The
evolution of the beta functions in the section is presented in figure 9.3.5.
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Figure 9.3.5: Optical lattice functions along the compressor and matching/diagnostic sec-
tion. The dipoles and quadrupoles are indicated by rectangular boxes (D: dipole) and beam
profile monitors by magenta bullets in the upper part.

9.3.6 Diagnostics for injector commissioning

The beam diagnostics section includes devices that allow both the measurement of the
absolute beam and lattice properties and also relative measurements which are helpful
for monitoring the accelerator stability and setting-up the injector in a reproducible
fashion.

Beam charge A Faraday cup inserted between gun and booster allows an absolute
charge measurement, while toroidal AC transformers are used to monitor the charge
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along the beam line and to detect beam losses. Four toroids are foreseen for the injector:
(1) upstream and (2) downstream of the first accelerator module, (3) downstream of
the compressor chicane, and (4) in front of the second accelerating section.

Transverse diagnostics: Direct measurements The beam position must be known
in order to steer the beam onto an ideal orbit, and to measure the transverse transfer
functions of the lattice. In the FEL-injector the beam position will be measured with
electro-magnetic pickups.

The beam distribution is determined by means of observation screens. At low
energy, i.e. directly downstream of the RF gun, Yttrium:Aluminum:Garnet (YAG)
screens are suitable due to their high electron-to-photon conversion efficiency. Down-
stream of the booster section optical transition radiation (OTR) screens will be used.
The images will be recorded with CCD cameras. With a single lens optics a resolution
of 10µm can be achieved [40]. In the bunch compressor area, synchrotron radiation
in the optical regime (the critical wavelength is ' 300 nm), permits non-interceptive
measurements of the transverse density both at high (second and third dipole) and low
(first and fourth dipole) dispersion points.

Transverse diagnostics: Indirect measurements The transverse projected emit-
tance will be measured with two different techniques: (1) the so-called quadrupole
scan and (2) the multi-monitor method:

• For the first method the gradient of a quadrupole is varied and the corresponding
beam size variation downstream is recorded. The beam size is a function of the
Twiss parameters and emittance at the quadrupole entrance and of the trans-
fer matrix between the quadrupole entrance and the observation point. Using
standard fitting techniques and provided the transfer matrix is known, the Twiss
parameters and emittance can be computed.

• For the second method the beam size at different locations along the beam line is
measured. The betatron phase advance between the observation points is crucial:
it should be chosen to sample one half a betatron period as well as possible.
Thus a 45◦ phase advance FODO cell lattice accommodates four OTR monitors.
Using four monitors separated by 45◦ instead of the three monitors with 60◦

phase advance strictly needed to determine the three independent parameters
ε, αandβ, provides information about the measurement error of the calculated
emittance. Though the multi-monitor method is less precise than the quadrupole
scan technique, it provides an almost on-line measurement without any optics
tune-up; thus it is well suited for regular checking and tuning.

The slice emittance can also be measured at the end of the first accelerator mod-
ule. Operating the last cavity of the linac at zero-crossing, an almost linear correlation
between the longitudinal position of an electron in a bunch and its relative energy
offset is introduced. In a dispersive section this correlation translates into a correla-
tion between the horizontal offset of the electron and its longitudinal position. By
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transversally filtering the beam, i.e. using a mechanical slit with variable width and
position, it is possible to select a longitudinal slice with a variable size. A variable slit,
installed in the symmetry point of the bunch compressor, will therefore allow to mea-
sure the emittance of longitudinal slices by means of the aforementioned quadrupole
scan technique.

Longitudinal diagnostics: Direct measurements Two spectrometers will be used
for energy and energy spread measurements. The first one downstream of the RF
gun will provide a horizontal dispersion of Dx ' 1 m. For the second one the bunch
compressor chicane is modified by switching the fourth dipole off (see figure 9.3.1). It
provides a dispersion of Dx ' 0.6 m.

To quantify the compression process it is planned to measure the longitudinal trans-
fer maps ∂sin/∂sout between the photocathode and the bunch compressor exit (∂s
indicates the longitudinal position in the bunch). This technique provides a way of
setting-up the machine in a very reproducible manner and yields quantitative informa-
tion on the Taylor expansion of the lattice map (i.e. R55, T555). The hardware consists
of two pickup cavities (one in front of the accelerator module, the other behind the
compressor), which measure the relative time-of-flight while the timing of the photo-
cathode laser is shifted with respect to the RF-phase [39]. A phase variation of the
booster linac and the third order harmonic section at the 1◦ level can be detected. A
similar technique, but this time varying the gradient of a cavity and measuring the
relative time-of-flight, can provide the same kind of diagnostics for the ∂δin/∂sout map
which in turn gives quantitative information on the coefficients R56 and T566 (and higher
order) i.e. the linear and quadratic momentum compaction factors (∂δin indicates the
relative incoming energy offset).

Longitudinal diagnostics: Indirect measurements The relative energy spread δ is
measured by observing the spatial beam density in a dispersive section. At this location
the rms beam size can be written as σx '

√
βxεx + (Dxδ)2, so by tuning the upstream

optics to reduce the beta function, βx, at the observation point, and by choosing
sufficiently high dispersion Dx, the beam projection directly gives the energy profile
from which δ can be extracted. Energy spread measurements can be performed in the
two spectrometers and at the compressor chicane symmetry point.

The bunch length σs is measured (absolute or relative) using several techniques:

• At the gun exit, and downstream of the bunch compressor with compressor oper-
ated on or off, the bunch length will be measured with a streak camera of 200 fs
resolution.

• After the compressor, for various settings of the compressor magnets (with σs
down to approximately 50µm for max. compression), coherent synchrotron or
transition radiation (i.e. at wavelengths λ & σs) will be analyzed with an in-
terferometer. The spectrum of the radiation can directly provide information on
the bunch form factor (BFF) (i.e. |F [S(t)](ω)|2, S(t) being the charge density
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and F stands for the Fourier transform). The technique allows even to recon-
struct the longitudinal bunch asymmetry if the spectrum can be measured over
a broad range of frequencies [41] and has been successfully used at the TTF (see
section 9.2).

• The bunch length remains constant within the booster linac and up to the com-
pressor entrance. It can be measured using the zero-phasing technique: the last
cavity of the linac is operated at zero-crossing to introduce a linear correlation be-
tween δ and s. The energy profile, measured in a downstream dispersive section,
depends on the longitudinal bunch profile and can thereby provide information
on the bunch length and longitudinal phase space slope before the “zero-phasing”
cavity entrance [62].

Most of the diagnostic tools described above have been routinely used or are under
test at the TTF (see section 9.2) and other accelerators.

9.3.7 RF Gun Laser

The design of the laser system for the FEL RF gun is based on the photoinjector laser
system in operation at the TESLA Test Facility. A description of the laser and running
experience can be found in [23]. Basic specifications of the laser system are listed in
table 9.3.2.

Wavelength 262 nm
Train rep. rate 5 Hz

Pulse Train Structure:
Pulse train length 1070µm
Nb. of pulses per train 11500
Pulse spacing 93 ns
Pulse energy on cathode 1µJ
Pulse length 20 ps (flat top)
Flat top rise time < 4 ps
Spot radius on cathode 1.5 mm (flat top)
Synchronization to reference RF signal
Phase stability < 1 ps (rms)
Energy stability < 2 % (rms)
Control fully remote
Uptime >99 %

Table 9.3.2: Basic specifications of the laser system for the FEL electron source.

The Cs2Te photo cathode used in the RF gun has a quantum efficiency of at least
0.5 %, thus 1µJ of UV laser energy is sufficient to produce an electron beam of 1 nC.
However, since the number of pulses per train is 11500, a total energy of 11.5 mJ per
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train has to be achieved in the UV wavelength. With a repetition rate of 5 Hz, the
average UV laser power is 55 mW, achievable with present laser technologies. The
present running TTF laser system fulfills this requirement already.
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Figure 9.3.6: Schematic overview of the photoinjector laser system.

The laser is based on flashlamp pumped Nd:YLF rods lasing at 1047 nm. This
material has a long fluorescence lifetime, high induced emission cross section, and very
small thermal lensing, which is favourable for long pulse trains. A mode-locked pulse
train oscillator (see figure. 9.3.6) synchronized with the reference RF signal generates a
pulse train with a suitable multiple of the required pulse train frequency: 32.3 MHz has
been chosen. The pulse spacing of 31 ns is large enough to allow a Pockels-cell based
pulse picker to run at 10.8 MHz. The train is amplified by a single pass amplifier chain
to 30µJ per single pulse. This corresponds to an average laser beam power of 1.7 W
at the fundamental wavelength of 1047 nm. The UV wavelength (262 nm) is generated
with two non-linear, commercially available crystals (LBO and BBO). The conversion
efficiency is 15 to 20%, which leads to a UV single pulse energy of 5µJ. This gives an
overhead by a factor of 5, sufficient to account for regulation reserve and losses in the
transport beam line to the cathode.

The pulse length of the laser in operation at TTF is 7 ps rms. The bandwidth of
Nd:YLF is sufficiently large to achieve a pulse length down to 2 ps. An upgrade of the
pulse train oscillator is in development. An additive mode-lock technique is used to
shorten the pulses. A pulse length of 3 ps has already been achieved and a field test at
TTF will follow within the first half of 2001. Several pulses have to be stacked with a
small time delay in a so-called pulse-stacker, in order to generate a longitudinally flat-
top profile out of the short Gaussian laser pulses. The pulse train oscillator is pumped
by laser diodes and has a high average power, in the 1 W range within the pulse train.
A diode-pumped pre-amplifier follows to increase the power to about 30 W.

The amplifier chain consists of 3 single pass flashlamp pumped Nd:YLF amplifiers
with an adjustable gain around 10. Programmable power supplies allow to set the
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flashlamp current on a time scale of 10µs width predefined feedforward tables. This
is essential to obtain a flat pulse train and gives in addition the opportunity for an
efficient amplitude feedback system [42]. An energy stability in the UV of better than
±2% (rms) has been achieved. Figure 9.3.7 shows an oscilloscope trace of the phase
with respect to the reference phase of the 1.3 GHz RF signal. Also shown are the
output of the pulse train from the pulse train oscillator and the amplified train after
conversion into the green, measured with fast photodiodes.

1 ps

800 µs

Figure 9.3.7: Oscilloscope trace of the output of the pulse train oscillator (PTO) (trace 1),
the phase of the pulses relative to the reference (trace 4), and the pulse train after ampli-
fication measured in the green with a fast photodiode (trace 2). The data have been taken
at the TTF laser system, which is running with 800µs long pulse trains. Note, that due
to the scale (200µs per div.) individual pulses in the train are not resolved.

The laser uses the relay imaging technique in combination with spatial filtering
to obtain a clean transverse flat profile on the cathode and to improve the pointing
stability. A wavefront correction system using an adaptive mirror is in development to
correct for wavefront distortions due to the frequency conversion into the UV. The laser
beam slightly overfills the sensitive cathode area in order to be insensitive to residual
tails in the profile and to beam jitter.

Complete remote control and integration into the TESLA control system is manda-
tory. Since December 1998, the TTF laser system has been operated for 6000 h for
electron beam production. A total uptime of 99% and an availability for beam of 98%
has been achieved.
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9.4 Bunch Compressors

9.4.1 Introduction

The SASE FEL process requires high peak currents and very small normalised trans-
verse beam emittance of about 1 mrad mm to keep the undulator length within reason-
able limits. It has not yet been possible to design an electron gun which delivers ultra
short bunches of very small emittance. Thus a relatively large bunch length of 1.7 mm
(rms) has to be accepted and a compression to the final length of 25µm is carried out
at higher energy.

Bunch compression for relativistic bunches can only be achieved by inducing a
correlation between longitudinal position and energy offset with an RF system and
using the path length differences in a magnetic bypass section (a so-called magnetic
chicane) to bring head and tail of the bunch closer together.

Figure 9.4.1 shows an overview of the TESLA XFEL bunch compression scheme.
At a beam energy of 140 MeV, the bunch is compressed from its initial length of 1.7 mm
(rms) down to 250µm. Compression at beam energies below 100 MeV is excluded be-
cause the effects of space charge forces are too strong. On the other hand, longitudinal
emittance growth, due to the cosine-like shape of the RF, scales with the third power
of the bunch length [46]. To reduce the requirements on the higher order RF system
which is used to decrease the longitudinal emittance (described in section 9.3), the first
compression stage is at a rather low energy.

The beam coming from the gun has a small uncorrelated energy spread of some
10 keV. To achieve sufficient compression, only very little correlated energy spread
would be needed; at 140 MeV, an rms of 10−3 would be sufficient.

This, however, would require a high longitudinal dispersion (described by the matrix
element R56 ∼

∫
D/ρds in the transfer matrix) in the compressor chicane, which makes

it difficult to preserve the transverse emittance. This is because the emittance growth
due to energy losses in a dispersive section scales with D2, and the strength of the
coherent synchrotron radiation (CSR) fields scales with 1/ρ2/3.

From that point of view we prefer compression with a small R56 and large energy
distribution. An upper limit for the energy spread is given by the XFEL requirements.
Since the electron beam in an undulator has an energy of at least 10 GeV, that limit
is fairly loose. A tighter restriction stems from the non-linearities of particle orbits
with large energy deviations in the chicane, causing distortions in longitudinal and
transverse phase space. Induced energy correlations with rms values of above 2% can
hardly be handled without excessive phase space distortion.

The second bunch compressor at the end of the 500 MeV injector linac with an R56

of 0.05 m reduces the bunch length to 100µm (rms). The next section describes the
two first compression stages in more detail. The final compression to a peak current
of 5000 A, which would correspond to an rms bunch lengths of 25µm for a Gaussian
distribution with 1 nC bunch charge, takes place at higher energy and is discussed in
section 9.4.3. In the last section, simulation calculations of the beam dynamics from
the gun cathode through the entire bunch compression system are presented.
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Figure 9.4.1: Bunch compression scheme for the TESLA XFEL. The ”FODO compressor”
is optional.

9.4.2 Compression in the 500 MeV injector linac

As explained in section 9.3, the curvature of the RF wave is compensated using the
third harmonic RF system. The rms value of the induced correlated energy distribution
is 1.5%. The first chicane (BC-1) has an R56 of 0.1 m with four dipole magnets of 0.5 m
length, deflection angles of 14.2◦ and a total length of 4 m. The bunch compressor (BC-
2) follows after two regular accelerator modules and is laid out as an s-shaped chicane
with an overall length of 14 m. The parameters for the bunch compression system
are summarized in table 9.4.1. In the chicanes there are no quadrupoles interleaved
with the rectangular bending magnets; the dispersion is therefore closed to all orders.
Several matching quadrupoles upstream of the chicane are needed to provide the special
optics required for emittance preservation. Computer studies with the code TraFiC4

[43] have shown that a beam waist in the region with strong coherent synchrotron
radiation is needed to prevent transverse emittance growth [44]. Figure 9.4.2 shows
the optics in the BC-1 region.

The complete 500 MeV injector linac with the first two bunch compressors is shown
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9.4.3 Final compression to 5000 A peak current

The geometry of the beam line up to the main linac injection point at the XFEL beam
energy of 2.5 GeV is shown in figure 9.4.4. After leaving BC-2, the beam is accelerated
to 2.5 GeV by an accelerator section also used for the collider pulse in a time sharing
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mode. The beam line is then bent by 15◦ into the main TESLA tunnel. BC-3 is
located at the end of this bend, just before joining the damping ring extraction line for
injection into the main linac. It is an S-shaped chicane and compresses the bunch to a
peak current of up to 5 kA. Note that for short bunches, the rms length is not a good
measure for the peak current any more, since due to the non-linearities of the bunch
compression the longitudinal beam profiles become strongly non-Gaussian.

It is not foreseen to use the 15◦ arc as bunch compressor, since simulation cal-
culations have shown that at rms bunch lengths below 100µm the transverse slice
emittance starts to grow. The cell length of the 15◦ arc is therefore chosen to reduce
the longitudinal dispersion R56 so that the bunch length does not reduce by more than
10%.

At max. 27 GeV and 50 GeV, respectively, the XFEL beams are extracted from the
main linac and enter transport lines, which guide them to the undulators in the FEL
laboratory located near the collider interaction point.

At the beginning of these transport lines, bunch compressors consisting of many pe-
riods of weak, S-shaped chicanes including periodic quadrupole focusing (called FODO
compressor in figure 9.4.1) [45] are optionally foreseen. Since such compressors can
be adjusted for negative R56, they can use the energy correlation induced by the wake
fields of the TESLA RF structures to compress the bunch further to achieve peak cur-
rents even higher than the required 5 kA and to generate bunch lengths even below
80 fs rms, which would be highly desirable for the users. Also, according to simula-
tions, the correlated transverse emittance could be further reduced by redistributing
the compression factors between the compressors. We leave this as an option because
we believe it needs more experience on the beam dynamics of ultra-short bunches for
a reference design.

Bending Quantity Mag. Length Defl. Angle Mag. Field Gap
Magnets [m] [deg] [T] [mm]

BC-1 4 0.5 14.2 0.17 20
BC-2 6 0.3 3.4 0.36 20
BC-3 6 0.6 2.4 0.90 20
FODO 8/4 3. 1.0/2.0 0.5/1.0 20

Quadrupoles Quantity Mag. Length Max. Gradient Bore
[m] [T/m] [mm]

38 0.2–0.4 25.0 20

Correctors Quantity Mag. Length Max. Defl. Max. Field Gap
[m] [deg] [T] [mm]

50 0.1 0.009 0.025 20

Table 9.4.1: Magnet parameters for the bunch compression system.
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II-320 9 Free Electron Laser and its Sub-Systems

9.4.4 Complete simulation of the TESLA XFEL

To obtain a realistic beam distribution at the entrance of the XFEL undulator, tracking
has to be done from the cathode through the whole accelerator. Non-Gaussian beam
profiles have to be taken into account as well as non-linear effects such as space charge,
Coherent Synchrotron Radiation (CSR) and wake fields.

We have done this with the help of several codes: ASTRA [37] for the low energy,
space-charge dominated regions, TraFiC4 for the bunch compressor chicanes where
CSR influences the particle trajectories and the code ’elegant’ [47] for the tracking
with wakefields [51, 52] in the linac(s) and transport lines.

The greatest concern about the preservation of emittance is the bunch compression.
The CSR fields acting on the short bunches in the chicanes can increase the transverse
emittance by orders of magnitude if the parameters are not chosen with great care [49].

One has to take into account that the transverse distribution as well as the position
of its center can vary along the bunch. Therefore the bunch is treated as a sequence
of slices, where each slice has its own transverse emittance, optical functions and cen-
troid position. The projected emittance, which is usually measured, can grow via two
different mechanisms:

- the emittance of the single slice increases (slice emittance growth)

- the slice centers are shifted differently (”correlated emittance growth”).

The combination of both contributions gives the projected emittance. The corre-
lated emittance can be much bigger than the slice emittance before it starts to degrade
the XFEL performance. The cooperation length of the SASE process is a few hundred
optical wave lengths long but several thousand times smaller than the bunch length.
Since the correlated emittance stems from CSR fields with wave lengths comparable to
the bunch length, no strong variation of slice center positions will occur on the scale of
a cooperation length which is less than a micrometer. Too big a projected emittance,
however, should be avoided since it complicates tuning and operation of the XFEL.

The simulation starts with ASTRA which tracks point-like particles from the gun
cathode through the first module to the entrance of BC-1.

The CSR simulation code TraFiC4 uses 3-dimensional Gaussian sub-bunches to
model the beam. Computer time limitations make it impossible to use more than a
few hundred sub-bunches. The phase space has to be ’condensed’. For the results which
are presented in this section we model the beam as a longitudinal chain of 3-D sub-
bunches that generate the CSR fields. In the bunch center several hundred particles
populate a short slice and are tracked through the chicane under the influence of the
CSR fields. The moments of this ensemble are used to calculate slice emittance growth
and optical mismatch.

Optics matching and tracking to the entrance of Bunch Compressor 2 is done again
in ’elegant’, before TraFiC4 tracks the beam through BC-2. In the scenario presented
in this section, BC-3 is used to achieve the final peak current of 5 kA. The beam
is transported to the XFEL undulator, where an FEL code like GENESIS [50] can
predict the laser performance. The interplay of the different codes and the optics used
in between the bunch compressors is shown in figure 9.4.5.
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Figure 9.4.5: Complete beam dynamics simulation for TESLA XFEL.

The next figures (9.4.6 - 9.4.8) show the results of the complete simulation at the
exits of the bunch compressors. Table 9.4.4 lists the peak current and the transverse
emittances after the different stages of compression.

Slice Emittance Correlated Emittance Projected Emittance Peak Current
[mrad mm] [mrad mm] [mrad mm] [A]

BC-1 0.4 0.05 0.7 400
BC-2 0.4 0.3 0.9 1250
BC-3 0.6 1.7 2.5 5000

Table 9.4.2: Normalized horizontal emittance and peak current for the different TESLA
XFEL bunch compression stages. The simulation includes the entire beam line starting
at the gun.
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Figure 9.4.6: Longitudinal phase space before (blue) and after (red) Bunch Compressor 1
and transverse phase space at the compressor exit without (blue) and with (red) CSR,
respectively.
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Figure 9.4.7: Longitudinal phase space before (blue) and after (red) Bunch Compressor 2
and transverse phase at the compressor exit space without (blue) and with (red) CSR,
respectively.
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Figure 9.4.8: Longitudinal phase space before (blue) and after (red) Bunch Compressor 3
and transverse phase space at the compressor exit without (blue) and with (red) CSR,
respectively.
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9.5 Beam Dynamics in the Main Linac

The low energy part of the main linac will be used to accelerate the beam for the X-Ray
Free Electron Laser facility in an interleaved pulse mode with the collider beam. To
provide a maximum energy range for the FEL beam (13 - 50 GeV) with a minimum
number of extraction points, the betatron phase advance per FODO cell for the HEP
beam is chosen to be µT = 45◦. An energy range of the FEL beam of 13-50 GeV
is provided by two extraction points from the main linac. In this part of the linac,
the beam for high energy physics is accelerated by a gradient of 22 MV/m both for
the TESLA-500 and the TESLA-800 options. The acceleration gradient for the FEL
operation lies then between 9.2 and 23.4 MV/m, where an optical solution for the FEL
beam exists. The overall AC-to-beam power efficiency for the FEL operation is above
20% in the entire range of accelerating gradients between 9.2 and 23.4 MV/m.

The first extraction point covers the energy range of 13 - 27 GeV, and the second
extraction point covers the range of 20 - 50 GeV. Due to the overlap in the range 20 -
27 GeV, both beam lines may be operated at the same energy in that range, if desired.
Table 9.5.1 presents the main parameters of the beam at the extraction points from
the main linac.

Extraction ports Port 1 Port 2

Energy range E(GeV) 13÷27 20÷50
Acceleration gradient G(MV/m) 9.2/23 9.2/23.4
Number of FODO cells 21 38
Extraction position along the main linac L1 (m) 1365 2470
Phase advance in last FODO cell µ 125◦ − 47◦ 127◦ − 45◦

Table 9.5.1: Linac parameters relevant for beam dynamics up to the extraction points.

The minimum and maximum values of the phase advance per cell along the linac
for the FEL beam with different acceleration gradients is presented in figure 9.5.1. The
22nd and 39th FODO cells are used for the extraction magnets.

The maximum emittance growth of the FEL beam is expected to occur for the
lowest operation gradient of 9.2 MV/m. In a two beam operation mode with large
energy difference, the FEL beam will perform large coherent betatron oscillations when
the quadrupoles are misaligned and the trajectory of the HEP beam is corrected by
a one-to-one correction method. Hence the information of the trajectories of both
beams with different energies will be used to minimise the difference orbit by fitting
the strength of the corrector dipoles, using the method of ”dispersion free correction”.

The simulation study [53] shows that the application of the two-beam correction
scheme stabilises both the HEP and the FEL beam trajectories at the level of the BPM
resolution. The maximum orbit amplitude for given rms misalignments (quadrupoles
0.3 mm, beam position monitors (BPM) 0.1 mm, BPM resolution 10µm) is at the level
of 25µm at the end of the linac section operated in two-beam mode. Accordingly the
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Figure 9.5.1: Phase advance per FODO cell (in degrees) of the main linac for the FEL
beam operating at different acceleration gradients.

relative FEL beam emittance growth is below 10−3 with the application of a two-beam
based trajectory correction algorithm for any acceleration gradient foreseen. Verifica-
tion of dispersion-free correction of the orbit can be done continuously during routine
operation and will be profitable to both XFEL and collider operation.

The correlated energy distribution of the FEL beam, induced in the main linac, is
dominated by geometric wakefields. It amounts to 10.5 MeV rms at the first extraction
point and 18.8 MeV rms at the second extraction point, corresponding to a relative
energy spread of 1.1 · 10−3 for a gradient of 9.2 MV/m and of 4 · 10−4 at 23.4 MV/m,
see also table 9.1.2 and section 3.2 for more details on the beam dynamics in the main
linac.

9.6 Electron Beam Transport and Distribution

9.6.1 Introduction

The FEL performance depends strongly on the electron beam parameters such as phase
space density, bunch charge and narrow energy spread. Once the design parameters
have been established, the downstream magneto-optics systems should handle the beam
”carefully” to avoid any degradation of the beam quality, such as growth of energy
spread or emittance due to uncorrelated synchrotron radiation. The energy acceptance
is another important property for a transport and distribution system. To scan the FEL
radiation wavelength within a bunch train one must be able to vary the energy inside
the train. Therefore, the transport and distribution system should accept bunches with
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different energies and transport them without deterioration.

9.6.2 Extraction

Two transfer lines are provided for the FEL beam transport [54]. Beam energies ranging
from 13 GeV to 27 GeV are extracted from the linac at position 1365 m (as measured
from the injection point to the main linac), and energies from 20 GeV to 50 GeV at
position 2470 m, respectively. These lines are designed for an energy acceptance of
max. ±3%, to allow fast tuning of the undulator radiation.

Three sections of each transfer line are considered here. A 390 m long achromatic arc
deflects the beam out of the linac into a 150 m long matching section. Here the beam
optics is adapted to the 12 km long transfer line of which is parallel to the linac. All
magnetic elements of the arc are excited according to the beam energy. The matching
section follows a more complicated excitation pattern and the quadrupoles of the long
transfer lines are powered independently of energy. Finally the beam is bent to the
ground level, distributed by a switch yard to different undulators and then directed to
the beam dump.

The achromatic arc starts with a pulsed dipole magnet (for the technical design
of a similar magnet proposed for the FEL distribution system, see ref. [63]) following
a defocusing linac quadrupole. The first dipole has tight field tolerances: neither the
undeflected HEP beam, nor the deflected FEL beam should get a directional jitter of
more than 0.06µrad (10% of the beam divergence). This corresponds to a tolerance of
δB/B ≤ 10−4 for the pulsed dipole, if the identical dipole downstream at 180◦ phase

Figure 9.6.1: Electron optics in the first part of the transfer line. Quadrupoles and dipoles
are marked by vertical boxes (dipole boxes are field sign dependent). The vertical orbit
displacement (black curve, scale in cm) is shown versus the distance from the extraction
point in the lower part of the figure. The achromat ranges from 0 to 390 m, the matching
cells extend up to 540 m followed by the first cells of the transfer line.
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advance is powered in series. A suitable pulsed power supply has been designed [63].
Altogether 4 dipoles are used to achieve a dispersion free beam displacement of 1.7 m.
The bending radii of the dipoles are 2000 m to keep synchrotron radiation heating low,
the increase in energy spread is estimated at < 0.1 MeV (rms) for a 40 GeV beam.

Quadrupoles of the arc are arranged in 6 FODO cells with the same geometrical
structure as in the linac. The phase advance over the full arc is 540 ◦ in both planes.
These quadrupoles are excited in proportion to the beam energy, to preserve the achro-
matic condition. The same scaling has to be applied to 12 sextupole and 2 octupole
correction elements of moderate strength within the arc, necessary to improve the
chromatic orbit. In this way all pulse trains with an energy modulation of ±3% are
deflected into the transfer line with chromatic orbit errors of less than a few µm, to
be compared to an rms beam size of approx. 60µm. Inside the achromat the chro-
matic orbit deviations are defined by the linear dispersion function reaching extrema
of ±0.45 m and yielding an R56 matrix element of 0.12 mm. Figure 9.6.1 shows the
arrangement of the dipoles, quadrupoles and the optical functions in the first part of
the transfer line, figure 9.6.2 shows an example of chromatic beating of the optical
functions.

9.6.3 Transfer channel

Following the achromat there is a matching section with 6 independently tunable
quadrupoles. These are required to focus the beta functions at the exit of the arc
to the correct, energy dependent entrance values of the energy-independent FODO

Figure 9.6.2: Chromatic beta beat ∆β/β in % of the vertical beta function at 30 GeV
for ∆p/p = +3% (blue) and −3% (red) in the 12 km transfer line. The 2 curves of
smaller amplitude (black) show examples of not perfectly corrected chromatic orbits at
∆p/p = ±3% (in µm). Beta functions and orbits both have a chromatic phase dependency.
The horizontal beta function (not shown) reaches 8% beat.
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magnet type units location length max. field half aperture

dipole (pulsed) 2 arc 9.0 m 0.085 T 4 cm×2.25 cm
dipole 2 arc 9.0 m 0.085 T 4 cm×2.25 cm
quadrupole 12 arc 2.0 m 3.7 T/m 4 cm
quadrupole 6 match. cell 2.0 m 5.0 T/m 2.25 cm
quadrupole 160 FODO 0.3 m 3.0 T/m, const. 2.25 cm
sextupole 6 arc 0.5 m 65 T/m2 4 cm
sextupole 6 arc 0.5 m 170 T/m2 4 cm
octupole 2 arc 0.5 m 500 T/m3 4 cm
corrector 173 quadrupole 0.3 m 0.03 T 2.25 cm

Table 9.6.1: Main parameters of the magnetic elements for the high energy beam line at
50 GeV. Values of the FODO channel are energy-independent.

channel. This FODO channel has been designed for fixed gradient to retain the free-
dom of choosing permanent magnet quadrupoles for cost saving reasons. In principle,
this concept even suggests that both long transfer lines could be combined into one
(still keeping two extraction points!), which would require a few more pulsed magnets
and is considered as a cost saving option which needs more investigation.

There is already a chromatic dependency of the beta functions at the achromat
entrance, because the FEL beam in the linac is accelerated by a variable gradient
but constant strength of the linac quadrupoles. This leads to energy dependent beta
functions at the entrance of the arc (see section 9.5). This chromatic dependency
is enhanced at the exit of the arc. These values have to be matched to the correct
beta functions in the FODO channel. For all energies considered this can be achieved
without residual beta beat in the transfer line. However, any energy variation within
a bunch train will lead to a beta beat depending on the bunch train energy and the
amount of energy variation.

The present scheme was optimized for minimum beat beat in the FODO channel
at 30 GeV, corresponding to the most demanding FEL conditions which are found at
that beam energy level. At magnet settings for 30 GeV and ±3% momentum variation,
the beta beat is ≈ 20% in the vertical plane and 8% in the horizontal plane. A ±1.5%
momentum variation results in a beat of 8% in both planes.

The FODO channel has 80 cells with quadrupoles separated by a drift of 73 m. The
optics is tuned to keep the beta functions for all energies below 500 m, which ensures
low sensitivity to time dependent magnetic stray fields. Each quadrupole includes a
dipole corrector for orbit correction, allowing for a 0.05 mrad kick to a 50 GeV beam
(equivalent to 5 mm quadrupole misalignment at 50 GeV). This would be also sufficient
to correct for an ambient stray field of 10−4 T. Residual effects of time dependent stray
fields will be corrected by an orbit feedback system, see section 9.6.6.

A parameter list of the magnetic elements at the strongest field excitation (50 GeV)
is presented in table 9.6.1.
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9.6.3.1 Vacuum system for the transfer line

The vacuum requirements in the transfer line are relaxed, since the effect of the fast
beam-ion instability is negligible for a vacuum pressure below 10−6 mbar as has been
shown in [55]. An average vacuum pressure of the order of 10−8 mbar is expected in
the beam line. A large beam pipe radius of 12.5 cm and a good electrical conductivity
(aluminum) is required to keep the contribution of resistive wake fields to the correlated
energy spread in the long transfer line small. The resistive wake field contributions are
discussed in more detail in section 9.7.1. In the quadrupole magnets the chamber radius
is reduced to 17 mm.

9.6.4 The electron beam collimation

Transverse phase space and an energy collimation of the electron beam is foreseen
before it is guided to the switchyard. The collimation has two functions: First to
remove halo particles (dark current) during normal operation, usually with particle
losses small compared to the total beam, second to protect the undulators in case of a
machine failure, when the total beam is outside the acceptable parameter range.

While halo collimation is necessary to avoid radiation damage and activation of
the undulators and other components of small aperture, protection collimation is even
more critical since it has to prevent the destruction of the vacuum chamber. In case of a
failure, kickers will be fired in order to guide the beam into the emergency beam dump
and hence to reduce the load on the collimators. The overall concept of the machine
protection is described in the overview section 9.1.9, here details on the layout of the
high energy collimation section will be presented.
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Figure 9.6.3: The spoiler and the absorber scheme.

For the high energy electron beam collimation a spoiler-absorber scheme is em-
ployed, see figure 9.6.3. Titanium alloy is chosen as spoiler material to improve the
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spoiler survival time, in case of being hit by the full beam.
After the spoiler an absorber for the secondary particles is installed at a distance of

≈ 6 m. Copper was chosen as the absorber material for its short radiation length (X0)
and high electrical conductivity. The electrical conductivity of Cu is useful to reduce
the resistive wall wakefield kick. To absorb secondary particles, the Cu absorber is
22X0 thick (or 32 cm) and 16 cm in diameter. The aperture of the absorber is chosen
in a way, that the absorber is just in the shadow of the spoiler, i.e. it efficiently scrapes
secondary particles but cannot be hit by primaries.

To minimise wakefields, spoiler and absorber are tapered. The direct measurements
of the wake field effect [61] show that the chosen geometry for the spoiler and the
absorber is reasonable. The spoiler with 1.5X0 thickness withstands 70 bunches with
a spot size of σx ·σy ≈ 72µm ·72µm. The time delay of ≈ 6.5µs) is sufficient to trigger
the emergency system placed upstream of the collimating sections. For a response
time of the emergency system electronics of ≈ 300 ns, including the kicker rise time,
and a typical signal velocity in the cable, the tolerable kicker position is at a distance
of ≈ 1200 m from the spoiler. The collimation efficiency has been determined with
extensive Monte-Carlo calculations with the EGS4 code for the 50 GeV primary beam
with 5 · 109 particles [63]. To be able to enter the downstream line, the secondary
particles would have to pass the absorber aperture, i.e. only particles within a solid
angle ≈ 2 msterad are accepted (assuming no magnetic elements between the spoiler
and the absorber). The relative number of secondary electrons within the energy
acceptance and within the solid angle of 2 msterad is estimated at < 5 · 10−7.

Transverse phase space collimation The transverse phase space collimation system
is placed downstream of the long transfer line before the arcs which elevate the beam
to the ground surface level. A FODO structure is chosen for the transverse phase
space collimation, since it has more favourable chromatic properties than, for example,
a triplet chain [63]. A FODO lattice with a cell length of 166 m and a phase advance
of π/6 per cell in both planes is used, resulting in maximum beta functions of 418 m.
Weak quadrupoles with a gradient of 1.05 T/m at 50 GeV and an effective length of
1.0 m are used. The collimators are placed between quadrupoles, to ensure that the
beam spot size at the spoiler position, at an energy of 50 GeV and for a normalised
emittance εx = εy = 1.6 mrad mm will be σxσy ' 5250µm2.

The full betatron collimation system consists of 6 FODO cells of 996 m length and
collimates in two planes. Figure 9.6.4 shows the behaviour of the beta functions for
the six-cell FODO lattice and the collimator positions. The energy acceptance of the
transverse collimation section exceeds ±5%.

Energy collimation The transverse phase space collimation is followed by an energy
collimation section. The dispersion in the arc of the elevation beam line, following the
collimation section, could be utilised for this purpose. However, the beta functions
have to be kept small in the arc to suppress emittance growth due to spontaneous
synchrotron radiation. Hence a sweeping system would be required to guarantee the
survival of the spoilers. Instead a magnetic chicane is foreseen in between the transverse
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Figure 9.6.4: The optical functions of the FODO lattice for the transverse collimation.

collimation section and the arc, followed by a matching telescope, which reduces the
large β-functions of the transport line to the small β-functions required in the arc.

Figure 9.6.5 shows the optical functions in the chicane and in the telescope. The
chicane, consisting of only four rectangular dipole magnets, is intrinsically achromatic
and has a large bandwidth which is limited by the vacuum chambers rather than
by chromatic effects. Equipped with movable jaws, the energy acceptance can be
adjusted according to the requirements of the FEL operation. The simple telescope,
consisting of only three quadrupoles, is limited in bandwidth to ≈ ±3% and needs
more investigation.

9.6.5 Beam elevation to ground level

The magnet lattice of the system to elevate the beam from the tunnel level to ground
level has to fulfil a number of requirements, both in terms of beam dynamics and
geometry. Top and side views of this ”elevation system” are shown in figure 9.6.6. The
general design criteria are:

• Generation of a horizontal angle of 8.36◦ between the linac and the mean axis of
the X-ray beam lines.
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Figure 9.6.5: Optical functions in the energy collimation section and the matching tele-
scope, connecting the transverse collimation section (on the left side) and the beam ele-
vation arc (on the right side).

• Generation of a vertical displacement of the beam by 15.154 m relative to the
collider beam line.

• Provision of the required energy acceptance.

• Introduction of neither significant transverse emittance growth nor additional
energy spread.

The system consists of the horizontal arc, the vertical arc and the matching section
between them. The horizontal deflection and vertical displacement are separated and
composed of four identical arcs called A1 in figure 9.6.6.

The design of the A1 arc is based on geographical considerations, on the experimen-
tal area and the beam distribution system, and on the requirement of a large energy
acceptance for the bunch train.
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Figure 9.6.6: Schematic layout of the elevation system.

The A1 arc unit consists of 16 FODO cells and has a length of 208.6 m. In both
transverse planes the A1 arc constitutes a second-order achromat and is symmetrical
about the centre. A total of 32 sextupoles arranged in two families are needed in all
FODO cells. Thus, two out of four free spaces (the length of which is 0.51 m) in each
FODO cell are occupied by sextupoles, see figure 9.6.6. The other two free spaces may
be used for correction elements. The transverse emittance dilution in the A1 arc unit
is ∆(εn)/εn = 0.21% at an energy of 40 GeV.

Each arc, horizontal and vertical, is constructed from two A1 units, using different
types of symmetries to achieve the required value of energy acceptance. Between the
two horizontal A1 units is a special section (AM1) with minus identity transfer matrix
located. The horizontal arc provides a deflection angle of 8.36◦ in accordance with the
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geometrical requirements of the experimental area.
The vertical arc is build of two A1 units rotated by +90◦ and −90◦, respectively. It

provides a vertical displacement of 15.154 m. A matching section called AM2 is located
between the horizontal and vertical arcs.

The lattice of the complete arc fulfils the general design requirements listed above.
The tracking results prove that the energy acceptance is ±5%, see figure 9.6.7 which
presents trajectories of particles with energy offsets of ±3% and ±5%. The maxi-
mum amplitude of the dispersive trajectory displacement in the arc is approximately
±0.013 m for a ±5% energy offset.

Figure 9.6.7: Tracked trajectories of off-energy particles, taking into account all non-
linearities, along the complete arc deflecting and elevating the XFEL electron beam from
the TESLA collider tunnel. The energy deviation is ±3% (inner trajectories) and ±5%.

9.6.6 Electron beam distribution system

The schematic layout of the FEL beam transport lines for the separation of the bunch
trains and distribution to several FEL users is shown in figure 9.6.8.

The beam distribution system to the various undulators consists of two transport
lines. The first beam line (BDL1) directs one bunch train, coming through the arc to
the FEL hall level, to SASE1 and undulators U1 and U2. The second line (BDL2)
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takes every other bunch train and delivers it to SASE2 and undulator U3. The design
requirements of the distribution system are:

• A horizontal separation of the bunch trains with a 1.4◦ bending angle for one
branch of the transport line to deliver beams for two separate FEL undulators
(SASE1 and SASE2 in figure 9.6.8).

• A separation of the trains with pulsed dipole magnets (≤5 Hz).

• A horizontal deflection of ≈ 2.6◦ between the downstream undulators (U1, U2
and U3 in figure 9.6.8).

• An energy acceptance of at least ±3%.

• Insignificant contributions to transverse emittance and energy spread.

• Integration of a fast feedback system to control the beam position jitter at the
entrance of the FEL undulators.

Figure 9.6.8: Layout of the beam distribution system for the high energy beam line. An
equivalent beam distribution system is set up for the low energy branch.
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Two parts of the transport lines include bending magnets:

- The separation section D1 which uses the pulsed dipoles, powered in series,

- and the section D2 with DC dipoles.

The photon beams of the different undulators have to be separated by a distance
of 17 m in the experimental hall, which is realized by a deflection angle of 1.4◦ in the
separation D1. The section is composed of two pulsed dipole magnets of 15 m length
(powered in series), separated by two quadrupole triplets to produce a linear achromat
with a mirror symmetry with respect to the centre of the section. To provide the
energy acceptance the dispersion is corrected to third order by two sextupoles and two
octupoles. The choice of two triplets between the dipoles was made to facilitate beam
matching into and out of the system and to obtain a behaviour of the beta functions
which allows to achieve a large energy acceptance.

The beam line D2 deflects the beam to various undulators using a triple-bend
structure. Two quadrupole triplets between the dipole magnets are required with one
sextupole and one octupole placed between the quadrupole lenses in each triplet. The
11 m long matching sections to the undulator on both sides of the bending are composed
of five equally spaced quadrupoles (∆l = 1.5 m).

The beam distribution system contains the three matching sections M1, M2 and
M3. The optics of the M1 section includes the kickers for the fast orbit feedback
system. Consumable or sacrificial spoilers [60] are foreseen in sections M2 and M3 for
the protection of the undulators, as well as additional feedback kickers. The optics
of the sections M1, M2 and M3 is very flexible with respect to the parameters of the
in- and outgoing beams. The energy acceptance of the transport lines up to SASE1
and SASE2 is ±5% and ±3% up to the undulators U1, U2, U3. The optics of the
beam elevation and distribution system, as well as technical parameters are described
in more detail in ref. [63].

Integration of the fast orbit feedback system Orbit distortions due to fast vibra-
tions of quadrupoles and cavities can not be detected and controlled by the usual orbit
correction. In order to correct the position and angle of every bunch in a train a fast
feedback system for both the horizontal and vertical plane is required. Each system
consists of two pairs of kickers. One pair of kickers is used to correct either the angle
or the position error of the beam. The length of the kicker magnets is assumed to
be 1.1 m and the maximum magnetic field is up to 0.1 mT. The feedback system for
the FEL undulator SASE1 is located in the matching section M1 and M2 while the
system for SASE2 is located in section M1 and D1 or M3. An equivalent system is set
up in the low energy branch of the distribution system. The fast feedback system for
SASE1 and SASE2 can correct position and angle errors corresponding to two sigma
of the beam width or divergence. The expected uncorrected orbit variations are below
0.5 sigma in position and divergence. A similar feedback system is under test at the
TTF (see section 9.2).
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9.6.7 The diagnostic commissioning line

The performance of the FEL depends critically on the parameters of the electron beam.
The optics before and in the beam distribution system is especially designed to ensure
the desired beam quality. Due to space restrictions a complete beam characterisation in
front of the undulators is impractical. Thus a special Diagnostic Commissioning Line
(DCL) is integrated into the beam distribution system permitting precise measurements
of all beam parameters during commissioning.

A general layout of the DCL is shown in figure 9.6.9. The DCL is placed at a
distance of 1.135 m parallel to undulator SASE1. The bending magnet CM1 is normally
operated in pulsed mode and distributes the electron beam between the SASE1 and
SASE2 undulators. To bend the beam into the DCL, it operates in a DC mode with
improved field stability. At the end of the DCL the electron beam returns back into
the branch of the distribution system by means of bending magnet CM5.
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Figure 9.6.9: The layout of the Diagnostic Commissioning line (DCL).

In the first DCL section, the bending magnets CM1 and CM2 provide the parallel
shift of the beam axis by a distance of ≈1.135 m. The average beam energy is measured
by means of two pairs of Beam Position Monitors (BPMs), installed before and behind
dipole CM2.

The next part of the DCL, the drift space between the doublets CQ6−7 and CQ8−9 is
used for the transverse emittance measurement. Because a beam with equal emittances
in both planes is foreseen for the FEL, the 2D projected beam emittances εx and εy
are determined in the drift space with a length of Ld = 150 m by means of spot size
measurements with three wire scanners.

The last DCL section delivers the beam to the undulator U1 and further into the
beam dump. The dipole magnets CM3 and CM4 provide a parallel shift of the beam
axis by a distance of ≈0.36 m, then the beam reaches the entrance of dipole CM5.

An energy spectrometer with a resolution of 0.4 · 10−4 is realized in the drift down-
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stream of dipole CM4. Bunch length measurements can be performed with the energy
spectrometer by applying the zero-phasing technique [62].

A Faraday cup is used for absolute bunch charge measurements and beam current
monitor calibrations. The section consisting of the magnets CM3, CM6 and quadrupole
CQ16 delivers the beam achromatically to the Faraday cup. At the Faraday cup en-
trance the beam is defocused to σx = σy = 300µm.

More details of the DCL design, the proposed diagnostic tools and methods and
the technical layout can be found in ref. [63].

9.7 Wakefield Effects in the Transfer Line and in the
Undulator

Wakefields describe the interaction of the electron beam with the surrounding vacuum
chamber. Two effects are distinguished: wakefields due to the finite conductivity of the
chamber material (= resistive wakefields) [56, 57] and wakefields due to the imperfect
surface of the vacuum chamber (= roughness wakefields). Longitudinal wakefields be-
come increasingly important for the short bunches considered for FEL operation, while
the effects of transverse wakes on the beam tend to become weaker with decreasing
bunch length. Geometric wakes due to variations of the chamber geometry (bellows,
ports etc.) can be controlled by an appropriate design of the vacuum chamber and are
not discussed here. Wakefields are the main source for the correlated energy distribu-
tion of the electron beam. They build up in the long transfer line and in the beam
elevation arc up to the entrance of the undulators. While this correlated energy distri-
bution degrades the FEL performance only by an increased line width, the additional
energy spread that the beam collects while passing the undulator can interfere with
the SASE process since it detunes the resonance condition (see part V).

9.7.1 Resistive wakefield effects

After the extraction from the main linac at energies of 13 - 27 GeV (first beam line) and
20 - 50 GeV (second beam line), the FEL beam is transported to the user laboratories
located about 12 km downstream. Substantial sources of resistive wakes are

1) the round chamber (radius B =12 cm) for the beam transfer over ∼12 km.

2) the elliptical chamber of the bending magnets in the beam elevation section with
a total length of about 900 m and small vertical half-aperture (b = 1.2 cm ).

3) the round chamber in the undulator with a beam pipe radius of 5 mm.

We first concentrate the discussion on the resistive wakefield effects of the transfer
line and the elevation arc. The wakefield in the undulator chamber is presented together
with the roughness wakefield in the next section.

The total induced energy spread is the superposition of the induced spread according
to

∆E(s) = eQ
[
LbW

b
z (s) + LBW

B
z (s)

]
(9.7.1)



II-340 9 Free Electron Laser and its Sub-Systems

where Lb, LB are the length of the small and large vacuum pipes, respectively, and
W b
z (s), WB

z (s) are the respective wake potentials. These two sources produce different
types of wakes: The wake in the small-height pipe can be computed in the so-called long
range model, while the wake in the large cylindrical pipe is describe by the so-called
short range model [58]. Figure 9.7.1 shows the computed energy deviation induced in
a Gaussian bunch by the two wakefield contributions after the FEL beam has passed a
900 m long pipe of 12 mm radius and a 12 km long pipe of 12 cm radius. The wall mate-
rial is aluminum and the wakes are computed using a frequency dependent conductivity
model [58].
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Figure 9.7.1: Longitudinal resistive wake potentials of the FEL beam in the transfer
line (σz = 25µm). Shown are the wakes in the small pipe (b = 1.2 cm), the large pipe
(B = 12 cm) and the resulting induced wake potential. The dotted line indicated the lon-
gitudinal Gaussian bunch profile. The bunch tail is to the right.

An off-axis beam in a resistive tube produces a transverse wake potential that affects
the trailing particles. Figure 9.7.2 shows the dipole wake potential in a cylindrical tube
at a longitudinal distance s = 2σz versus the tube radius.

The longitudinal and transverse wake potentials are summarised in table 9.7.1.
While longitudinal wake fields lead to a considerable systematic longitudinal energy
variation within the bunches, it will be shown below that transverse wakes have only
small effects.

Correlated emittance growth due to transverse resistive wakefields The 12 km
long transfer lines consist of 40 symmetrical FODO cells. The growth of the projected
emittance (”correlated emittance”) due to coherent beam oscillations with an offset of
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Small pipe Large pipe Combined

Peak-to-peak (MeV/nC) 31.77 20.16 36.33
rms (MeV/nC) 8.55 5.90 10.56
Transverse wake (V/nC m2) 19.4 · 103 14.8 -

Table 9.7.1: Energy variation (”correlated energy spread”) due to longitudinal resistive
wakefields. The bottom line shows the transverse wake potential in the transfer line at a
longitudinal distance of s = 2σz from the bunch centre, see figure 9.7.2. It is not reason-
able to simply add the two contributions for this wake, because the actual value depends on
the transverse orbit displacement which changes over the long distances considered here.

one standard deviation of beam size (σr) is given by

∆ε

ε0

=
1

2

(
eQW⊥

8E0

)2
1

sin2µ

L4

N2
cell

(9.7.2)

with W⊥ the transverse dipole wake at a longitudinal distance of two sigma (s = 2σz)
and bunch charge Q, ε0 the original beam emittance, E0 the design particle energy, µ
the phase advance per FODO cell , L the total length of the beam line and Ncell the
number of FODO cells.

The same effect has also been estimated for the arc. Although the transverse wake
is larger due to the smaller beam pipe radius, its effect on the emittance growth is still
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negligible, see table 9.7.2.

Correlated emittance growth due to longitudinal resistive wakefields Since focus-
ing depends on energy (”chromaticity”), growth of the projected emittance occurs, if
particles in the head and in the tail of the bunch have different energies. The relative
correlated rms energy spread along the beam line increases linearly with distance and
the emittance growth for one σr offset is given by

∆ε

ε0

≈
(
σ∈L
E0

)2

(Ncell − 1)2 · tan2µ

2
(9.7.3)

where σ∈ is the induced (correlated) rms energy spread in the pipe per unit length.

Uncorrelated emittance growth A similar effect takes place if uncorrelated energy
spread is considered, which leads, however, to uncorrelated emittance growth (i.e.
growth of slice emittance). For an initial uncorrelated rms energy spread δun, this
emittance growth is

∆ε

ε0

= 2δ2
unN

2
cell · tan2µ

2
(9.7.4)

The emittance growth of the FEL beam in the transfer line for one σr transverse
offset is summarised in table 9.7.2. It is seen that for a beam energy of 13 GeV (worst
case) the expected overall emittance growth due to resistive wake fields in the transfer
line is below 1%.

Number of FODO cells 40
Cell length 300 m
Max β value E=13 GeV 537 m
Relative emittance growth (correl.) by trans. wake in long trans. line 2.1·10−7

Relative emittance growth (correl.) by trans. wake in dipoles 1.8 · 10−3

Relative emittance growth (correl.) by long. wake 3.2·10−4

Uncorrelated relative emittance growth 4.5·10−3

Table 9.7.2: Relative emittance growth ∆ε/ε0 for an FEL beam with an energy of 13 GeV;
σz = 25µm, σ∈ = 0.2 keV/m, δun = 10−3, µ1 = 100◦.

9.7.2 Surface roughness wakefield effects

Different models exist [73, 74, 75] to compute wakefields caused by the surface roughness
in the beam pipe. All models assume that the radial and transverse dimensions of the
surface structure are small compared to the bunch length. Figure 9.7.3 shows the
longitudinal surface variation δr of a sample measured at DESY [76]. With respect
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to surface roughness, it represents the state-of-the-art of a commercially available,
extruded aluminum profile.

The model to be applied depends on the size of the surface structure compared to
the bunch length. The amplitude of δr is everywhere small compared to the bunch
length. Its longitudinal autocorrelation length has however two components, one with
structures small compared to the bunch length and other contributions with larger
dimensions. The roughness parameter δr is therefore split into a slowly varying part
δr1 and a rapidly varying part δr2 = δr − δr1 as shown in figure 9.7.4. The effects of
both parts are estimated separately by the wakes of periodic surfaces δrp1, δrp2 with

the same rms roughness δ1 =
√〈(δrp1 − 〈δrp1〉)2〉 =

√
〈(δr1 − 〈δr1〉)2〉 (δ2 accordingly)

and similar transverse dimensions as the original functions (see figure 9.7.5).
The slowly varying part δr1 is obtained by low pass filtering the experimental data

using a Gaussian filter function with 15µm rms width. The properties of the mea-
sured surface and the periodic model surface functions are listed in table 9.7.3. The

function rms amplitude wavelength comment

δr1 (meas.) 0.5µm low pass filter slowly varying random component
δr1p(model) 0.5µm 100µm rectangular periodical
δr2 (meas.) 0.1µm high pass filter fast random component
δr2p(model) 0.1µm 10µm sinusoidal periodical

Table 9.7.3: Properties of the original and the periodic surface functions.

electro-magnetic wakefields have rather different properties for periodic surfaces with
period λ > 3σ as δr1p and λ < σ as δr2p (σ being the bunch length) so that different
methods are used to calculate the wake potentials [79]. The longitudinal wake poten-
tial wz1 of δr1p is obtained by numerical integration [77] using a periodic rectangular
model function with 100µm period for the slowly varying part, see figure 9.7.5. The
rapidly varying surface function δr2p excites essentially one synchronous mode for each
azimuthal order with a group velocity close to c. The longitudinal and transverse wake
functions of the synchronous monopole and dipole modes are

wz (s) = 2κ0 cos ks, wr (s) = 4κ0 sin ks, (9.7.5)

with κ0 = Z0c/2πb
2 [75] and the wave number k =

√
λ

πbδ2
rms

[78]. For a Gaussian bunch

distribution the longitudinal wake potential is then

Wz(s) = −κ0

2
e−s

2/2σ2
z

{
ξ

(−is− kσ2
z√

2σz

)
+ ξ

(−is+ kσ2
z√

2σz

)}
(9.7.6)

with a complex error function ξ (z) = e−z
2
erfc (−iz).

The longitudinal wake potentials of the surfaces with δr1p and δr2p and of a smooth
surface with the conductivity of aluminum (σ = 3.65 ·107 Ω−1m−1) are plotted in figure
9.7.6 and figure 9.7.7 for the undulator pipe (radius b = 5 mm) and the transfer pipe
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b = 5 mm min(w) max(w) < w > rms(w)
V/pCm V/pCm V/pCm V/pCm

wδr1p -60.3 54.9 -9.6 41.1
wδr2p -9.04 9.04 0 6.5
wresistive -82.3 45.0 -40.4 39.6∑
w -143.2 99.3 -50.0 82.5

b = 12 cm min(wz) max(wz) < wz > rms(wz)
V/pCm V/pCm V/pCm V/pCm

wδr1p -2.65 2.38 -0.41 1.80
wδr2p -1.07 1.09 -0.23 0.36
wresistive -1.55 -0.97 0.48∑
w -3.56 1.33 -1.61 1.67

Table 9.7.4: Summary of roughness wakefield induced energy spread for small and large
beam pipe radii.

(b = 12 cm). The peak, average and rms values of these wakes and of their sum are
summarised in tables 9.7.4.

The resulting values for the induced correlated energy distribution are large com-
pared to the uncorrelated energy spread of 2.5 MeV. In particular in the undulator the
energy spread could be a problem since it grows when the beam passes the undulator
and thus the resonance condition is detuned while the SASE process is taking place,
see eq. 9.1.1 and the discussion of FEL physics in part V.

The present wakefield calculations are, besides radiation safety considerations, the
basis for our specification of the undulator vacuum chamber size and thus of the mini-
mum undulator gap. In spite of missing experimental experience on beam dynamics in
this parameter range, we believe our design is on the safe side, because our wakefield
calculations are based on fairly conservative assumptions. Valuable knowledge is being
gained on this issue at the TESLA Test Facility by wakefield measurements on well-
defined pipe surfaces. First measurements agree encouragingly well with our model
calculations [80].
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Figure 9.7.3: Measured surface function δr and the slowly varying contribution δr1.

Figure 9.7.4: The slowly and rapidly varying contributions δr1 and δr2.

Figure 9.7.5: Periodic approximations δr1p and δr2p of the slowly and rapidly varying
contributions to the surface function.



II-346 9 Free Electron Laser and its Sub-Systems

Figure 9.7.6: Longitudinal wake potentials for the undulator pipe (radius b = 5 mm). wz1
and wz2 are the wakes caused by the model surface structures δr1p and δr2p (figure 9.7.5)
describing the measured surface shown in figure 9.7.3. For comparison, the resistive wake
potential wr is shown. The bunch tail is to the right.

Figure 9.7.7: Longitudinal wake potentials for the transfer pipe (b = 12 cm).



9.8 Undulators for the XFEL II-347

9.8 Undulators for the XFEL

9.8.1 Introduction

This section summarises technical design considerations and parameters of the undu-
lators for the TESLA XFEL. A more detailed presentation can be found in part V of
this TDR.

The undulators provide the periodic magnetic field so that the FEL process can take
place. SASE FELs in the X-ray regime need undulator lengths of approx. 200 m. Such
devices cannot be built in one piece, but are divided into 5 m long segments. Additional
components like focusing quadrupole magnets, optical phase shifters, electron beam
correctors, position monitors are needed as well. The complete undulator system is
a periodic arrangement of these elements. Figure 9.8.1 shows a 3D view of three
periods which are part of a much larger system. Table 9.8.1 summarises the parameters
of the undulator systems for the TESLA XFEL, resulting from extensive parameter
optimisations [64, 65].

Figure 9.8.1: 3D view of 3 cells of the undulator system.

Five SASE FELs are planned in total. Four of them, SASE1 through SASE4, are
primary FELs using the fresh electron beam delivered from the electron beam distri-
bution system (see section 9.6.6). They produce linearly polarised light and operate
primarily in the 0.1 nm wavelength regime. SASE5, a helical undulator, uses the spent
beam of SASE3 and operates in the soft X-ray regime at wavelengths up to 5.8 nm.
The five spontaneous radiators, U1 through U5, use the spent electron beam of the
remaining three SASE FELs, see figure9.1.4.

With respect to undulator design, there is no significant difference between SASE
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and spontaneous undulators. As seen from table 9.8.1, only four different types of
devices are required, thus allowing cost efficient production and operation.

The undulator systems for TESLA will be large and complex, the most delicate and
expensive components being the magnetic structures. Their design and construction
will benefit from the progress made on 3rd generation storage rings during the past 20
years. Nowadays, devices with almost ideal properties can be built. There is, however,
a big difference: a 3rd generation X-ray source such as the ESRF has a total installed
length of insertion devices of about 110 m which have been built over the past 15 years.
In contrast, the total length of the undulator systems for TESLA is 1700 m, see table
9.8.1. The challenge is therefore to find a design which allows industrial production of
the large number of undulator segments.

9.8.2 Hardware setup

Overall design. A sequence of focusing and defocusing quadrupole magnets forming
a so-called FODO lattice keeps the electron beam size small over the entire undulator
length and provides the optimum beta-function for FEL operation. These quadrupoles
are placed in the 1.1 m long intersections connecting subsequent undulator segments
which are 5 m long each.

Wavelength tunability by variation of the undulator gap is required for three of
the SASE undulators and for the spontaneous undulators as well. This has mainly two
consequences to the mechanical design. First, since the longest SASE saturation length
is expected at the shortest wavelength at which the FEL is to operate, (thus at the
smallest K-parameter,see eq. 9.1.1), the required undulator length is determined by
the comparatively weak magnetic field at the upper gap position. Thus the undulator
must be longer than needed for a fixed (i.e. 12 mm) gap device optimized for short
wavelength.

Second, the match of the optical phase between subsequent undulator segments
changes when the gap is changed. While a proper phase match at a fixed gap device
can be guaranteed by a proper choice of the distance between subsequent undulator
segments, phase matching for variable gaps needs tunable, magnetic chicanes in the
intersections, called phase shifters in figure 9.8.2 [71].

Besides more flexibility for wavelength tuning, there are more arguments for a
variable gap design [72]. It allows a simple way of undulator gap fine tuning during FEL
operation, including a systematic variation of the gap along the undulator (”tapering”),
and since any part of the undulator can be effectively switched off by fully opening the
gap, various ways of photon beam based diagnostics become feasible, see also section
9.8.3 below. Finally, fully opening the gap to 200 mm will minimize radiation damage
during commissioning.
The large number of identical components calls for standardization. Ideal candidates

are

• The gap separation drive system, including motion control, motors, etc.

• Girders.
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Figure 9.8.2: 3D view of an undulator intersection.

• Components of the intersections such as phase shifters, steerer magnets, quadrupole
magnets, and beam position monitors (BPMs).

• Control systems for gap motion, gap dependent magnet settings and BPM read-
out.

• Vacuum chambers and other vacuum equipment.

Undulators for linear polarization. In view of the present state of the art, permanent
magnet (PM) technology is sufficiently matured and perfectly suited to be the design
basis for all TESLA undulators. Permanent magnet hybrid technology is proposed for
all undulators generating linear polarization. It uses highly permeable soft iron blocks
to concentrate and direct the flux created by PM blocks. A prototype planar structure
based on NdFeB permanent magnets has been developed for the SASE1 undulator [66].
At a gap of 12 mm and a period length of 60 mm the peak magnetic field is 1.33 T.
The width of poles and PM blocks was determined for a transverse good field region
of ±1 mm where the relative field variation is less than the FEL ρ parameter (see the
FEL theory section in part V), i.e. < 4.2 · 10−4 in the most critical open gap position.
400 cm3 of PM volume is required per undulator period, resulting in 13300 kg of PM
material for the 53 undulator segments (5 m long each) of SASE1 or SASE4.

Undulators for circular polarization. A photon beam with adjustable circular po-
larization will be provided by SASE5. A Sasaki type undulator [67] is proposed. It
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provides lateral access to the gap for precise magnetic field measurement as well as
an adjustable degree of polarization, see figure 9.8.3. It is based on a pure permanent
magnet structure cut along the electron beam axis in four parts. These parts can
be moved longitudinally with respect to each other. Depending on the relative lon-
gitudinal position, radiation with left or right handed circular polarization, elliptical
polarization or linear polarization is produced. The design for SASE5 [68] is based on
an existing magnet at BESSY [69].

Figure 9.8.3: Magnetic design principle of a Sasaki type undulator, a planar helical
structure providing adjustable polarization.

Tolerances. For optimum FEL performance, tight tolerances have to be met. The
gap height of undulator segments has to be controlled within ±2µm. This can be
achieved by absolute length encoders mounted to frames mechanically separated from
the undulator girders [72]. The tolerances on undulator field integrals are well within
state-of-the-art technology. Quadrupole magnets would have to be centered with an
accuracy of 1µm with respect to a straight line if no beam based alignment procedure
will be applied. This well-established technique has been adapted to XFEL undulator
needs, see section 9.8.3, and permits relaxed initial quadrupole alignment tolerance of
±0.2 mm.

Industrial manufacturing. Manufacturing of 281 undulator segments in a reasonable
time at sufficient quality and at minimum costs will be a challenge. The entire pro-
duction process will be split into two parts, starting with an extensive R&D phase to
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prepare the production phase and to address critical issues including:

• Improvement of the manufacturing process, in particular of the PM quality
(spread of magnetization performance).

• Development of reliable magnetic measurement techniques suitable for industrial
environment.

• Design optimization and streamlining for large scale production.

• Prototyping including support systems, motion control and magnet assembly.

The subsequent industrial production phase has been planned and analyzed in coop-
eration with industry [70].

9.8.3 Beam based alignment procedure for the undulator

Electron beam based alignment. In order to reach saturation in the wavelength
range of the TESLA X-ray FEL, an undulator length of approximately 200 m is re-
quired (see part V). Out of this length, 78% is covered by the undulators and 22% is
needed for phase shifters and quadrupoles (see section 9.8). The latter are needed to
focus the beam in order to obtain a small beam radius. The simulations determining
this undulator length assume the electron and radiation beams to be perfectly aligned
over the entire undulator length. Simulations of the FEL amplification process includ-
ing quadrupole misalignments (see part V) have shown that, even assuming perfect
undulator fields, quadrupole magnets need to be aligned on a straight line with an
accuracy of about 1µm. In this case, the beam deviation from a straight line results
in an rms value of 6µm or less (for more details, see part V). Quadrupoles and beam
position monitors (BPM) attached to them can be aligned by conventional means with
an accuracy of about 200µm. For this reason, beam based alignment based on varying
quadrupole gradients is proposed to align the quadrupole axis to the required toler-
ances. The simulations presented here do not include residual errors in first and second
magnetic field integrals. The method can, however, be easily adapted to include these
errors. A complete study can be found in [82]. In order to vary the quadrupole gra-
dients individually, an independent current loop (or a shunt) for each quadrupole is
required. In the present design, all quadrupoles are connected in series to a single
power supply, and an additional power supply changes the gradient of an individual
quadrupole which can be selected arbitrarily.

The beam based alignment procedure is described in the following. All quadrupoles
in the undulator beam line are initially set to zero current. The growth of the β-function
along the undulator is then given by

β(z) = β0

(
1 +

z2

β2
0

)
,

where it is assumed that the waist is put at the undulator entrance. β0 is approx-
imately 45 m. From the entrance to the end of the 300 m beam line the beam radius
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grows in both planes from 35µm to 250µm, which is still acceptable for the alignment
procedure.

The alignment of each quadrupole is done by varying its gradient around its nominal
value by ±20% and changing the position of the electron beam inside the quadrupole
in a certain range (here between ±100µm). The latter can be done with a steerer
6 meters upstream from the quadrupole. The beam position ∆x downstream of the
quadrupole with an offset δx is given by

∆x =
δx

f
L ,

with f the quadrupole focal length and L the distance downstream from the quadrupole
causing the kick. For the TESLA FEL undulators, the nominal focal length is approx-
imately 20 m (for all beam energies), resulting in a ∆x = 1.5 mm offset per 100µm
offset of the quadrupole at the end of a L = 300 m long beam pipe. Moving the beam
at the quadrupole position, for instance, between ±100µm at the settings of ±20%
around its nominal value, results in two lines (in the plane ∆x versus δx) that cross
at the position where the quadrupole does not deflect the beam. At this point, the
reading of the BPM associated to this quadrupole gives its offset with respect to the
magnetic centre of the quadrupole. For quadrupole offsets smaller than 50µm, the
kick can be compensated by steerers placed close to the quadrupole (within 300 mm).
For larger offsets, the quadrupoles have to be moved in order to avoid angles of the
electron beam with respect to the undulator axis of more than 1µrad. As discussed in
[81], the magnetic center changes with the quadrupole gradient. To avoid systematic
errors from this effect, this procedure is performed around the quadrupole nominal
gradient. All other quadrupoles are set to zero gradient in order to avoid the effect
of orbit distortions due to residual offsets in upstream quadrupoles. When putting all
quadrupoles to zero, the measurement is independent of BPM position and calibration,
and independent of the applied shift to the quadrupole. It is assumed, however, that
the BPM is linear in the applied range.

Simulation results of the procedure are shown in figure 9.8.4. As can be seen, for
a BPM resolution of 4µm, the rms orbit deviation is still within the tolerance limit of
6µm. As long as the rms values of first and second field integrals of each undulator
segment are small and their integrals at the undulator exit are zero, the orbit deviation
will not increase significantly if the undulator field errors are included.

Photon beam based alignment. A complementary method to align the quadrupole
magnets is to observe the direction of the photon beam radiated from individual un-
dulator segments instead of the electron beam orbit. The basic idea is to open all
undulator gaps except for one. Observing the spontaneous undulator radiation emit-
ted by the activated segment provides information on the electron beam trajectory at
the location of emission. Only one X-ray diagnostic station is needed downstream of
the undulator. It measures the spatial distribution of the spontaneous radiation emit-
ted from one undulator segment after the other, which should, ideally, all overlap. In
addition, it can be used to determine the correct gap for each of the undulator segments



II-354 9 Free Electron Laser and its Sub-Systems

2 3 4 5 6 7 8
0

2

4

6

8

10

12

14

16

18

20

22

R
M

S
 b

ea
m

 d
ev

ia
tio

n 
(µ

m
)

BPM resolution (µm)

Figure 9.8.4: RMS value of the electron beam orbit deviation after beam based alignment
along a 300 m long undulator for different values of the BPM resolution. Initial quadrupole
offsets are within ±200µm. Beam based alignment has been performed for 1000 samples
of random quadrupole offsets for each BPM resolution.

from the spectrum of the spontaneous radiation. Furthermore, the phase matching be-
tween electrons and photon beam at the entrance of each undulator module can be
determined. Further details on this method are described in part V.

9.9 Beam Dumps

The design of the beam dumps for the XFEL takes into account the operational flex-
ibility needed by the users. We first discuss the decision on a water based absorber
concept and then its characteristics and safety aspects.

9.9.1 Requirements and basic concept

1 ms long bunch trains with Nt = 7 · 1013 electrons are guided to the FEL facility at
at 5 Hz repetition rate. Extraction from the linac at two positions either into the low
energy (13 to 27 GeV) or the high energy branch (20 to 50 GeV) transfer line guides
the beam to the FEL user facility, where each of both lines again splits up into two
arms, to allow for installation of several radiators before the particle beam is going
to be aborted. Hence 4 electron dump systems are needed. Assuming an operation
mode, in which every FEL bunch train is sent into the same arm, table 9.9.1 lists the
maximum requirements for the dump system.

Since routine operation aims for a balanced distribution towards all 4 beam lines,
i.e. only Iave/4 into each arm, it is not reasonable to require full current capability at
maximum energy in single arm mode. Therefore the maximum power will be restricted
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to 2 MW, although at 50 GeV a max. power of 2.9 MW could be delivered. For a given
absorption efficiency the length of a homogeneous cylindrical absorber depends only
logarithmically on the primary particle energy E0 and its radius is independent of it.
Thus 4 identical and independent abort systems capable of handling the 50 GeV / 2 MW
case will be installed.

Besides the radiological aspects the design of high power beam absorbers beyond
several hundreds of kW is ruled by the question of heat transfer. Since heat conduction
defines the power capability of solid absorbers, extending them in one transverse di-
mension and distributing the incoming beam with a slow sweep in that direction across
the dump face enables sufficient heat transport with a tolerable temperature drop to-
wards the water cooled surface of the dump. A carbon based absorber would need a
slow sweep path length of about 2 m for the 50 GeV / 2 MW mode. Although favoured
in the TESLA Conceptual Design Report, it became obvious in the meantime, that
a technical solution of a solid absorber will result in a highly impractical and compli-
cated design [87] (weight, possibility of exchange, piping for water cooling, noble gas
containment, protection absorber for sweeping failures, ...) and additionally requires
a huge exit / entrance window to enable several meters of beam sweeping. Thus being
the only reasonable and technically feasible solution a dump system based on a water
absorber will be used for the MW-beams of the FEL facility. The same concept as for
the 250 GeV / 12 MW main linac dump (see section 7.7) will be applied and therefore
all 4 identical 50 GeV / 2 MW abort systems for the FEL facility can be considered as
scaled version of the HEP dump system. The main features of this system are described
below.

9.9.2 Dump system layout

Figure 9.9.1 shows schematically the main components of the beam dump system.
Behind the last undulator the spent electron beam is separated from the X-ray beam
by a vertical deflection and sent into the abort transfer channel with a water beam
dump.

Water beam dump and fast sweeping system Water absorbs most of the incident
beam power to minimise activation of the solid materials enclosing the water volume,
such as the water vessel and the shielding. After the system is flushed into a storage

Nt, particles per bunch train 7.2 · 1013 electrons
Iave, average beam current 57.7µA

E0, particle energy 27 GeV 50 GeV
Wt, energy per bunch train 310 kJ 575 kJ
Pave, average beam power 1.55 MW restricted to 2 MW

Table 9.9.1: Maximum beam parameters relevant to the electron beam dump systems of
the FEL facility.
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container, this strategy enables and simplifies exchange and repair on components with
finite lifetime, e.g. the water vessel. Except for the second entrance window a vessel
identical to the one installed at the main linac dump system will be used. It is a 10 m
long (27.7 radiation length) cylindrical container with a radius of 60 cm (6.3 molière
radii) carrying about 11 m3 of water. Sticking to the mentioned philosophy this vessel
must be built from a minimum amount of mechanically strong and corrosion resistant
material, with the property of being a small source of induced radioactivity. A titanium
wall of 15 mm thickness is required for stability reasons.

According to 50 GeV shower simulations (MARS code) ∼ 1 % radial and ≤ 0.1 %
longitudinal leakage is expected from such an absorber. In absolute numbers this is
still 20 kW in total, resulting in heating of the concrete shielding and activation of the
air. For its low residual radioactivity and high thermal conductivity an inner shield
of aluminum, thermally coupled to the dump vessel but removable, is proposed [86]
to reduce the power density on the adjacent outer concrete shielding. The aluminum
layer perfectly fills the volume between dump vessel and rectangular shaped concrete
blocks in order to avoid gaps within the shielding volume and therefore minimises air
activation. For further details on radiation safety issues see section 8.3.

The absorption of all Nt particles of one bunch train leads to a certain energy
distribution in the water, which directly translates into an instantaneous temperature
rise with its maximum (∆Tinst)max somewhere on the shower axis. If E0, Nt and
the absorber material are given, it only depends on the size of the incoming beam.
Assuming 50 ◦C before the bunch train enters, the risk of getting gaseous is avoided
by pressurising the water at 106 Pa (10 bar), which pushes its boiling point to about
160 ◦C, and by limiting instantaneous heating at (∆Tinst)max ≤ 40 ◦C. For the 50 GeV
beam parameters a Gaussian beam entering the dump with σx = σy = 7.9 mm meets
the latter requirement. Unfortunately a smaller beam arrives at the dump and its
spot size needs to be artificially increased by means of a fast sweeping system [88],
that distributes all particles of the macro pulse along a circular line with radius rfast
over the entrance window of the dump. Given the 50 GeV beam with a 1 mm rms
radius, a sweeping radius of rfast ≈ 15 mm is sufficient to keep (∆Tinst)max ≤ 40 ◦C.
The fast sweeping system is located several 10 m upstream of the dump in the abort

Figure 9.9.1: Schematic view of the beam dump system for the electron beams at the FEL
facility.
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Figure 9.9.2: Concept of (vacuum) exit and (water) entrance window, using a titanium-
graphite sandwich design.

line. It consists of a set of orthogonal deflectors excited with a sinusoidal current of
same frequency but with a 90◦ phase shift between horizontal and vertical deflector.
This frequency needs to be at least 1 kHz in order to provide a homogeneous particle
distribution within the bunch train passage time of about 1 ms. Pulsed iron yoke
dipoles sitting outside of the vacuum chamber can be used. They are triggered early
enough so that, when recognising a failure of this system, release of the next bunch
train from the injector can be inhibited. In addition several independent modules in
each plane with a total length of ≤ 20 m allow safe operation even if one module fails.

Entrance and exit windows As indicated in figure 9.9.2 the aborted beam leaves the
vacuum system through an exit window before it enters the water absorber through
a separate entrance window. The volume between both windows needs to be evacu-
ated for reasons of air activation and will be used to detect window leakage. Double
safety against dump water leaking into the vacuum system in case of a window failure
is achieved. Windows for pulsed beams suffer from cyclic mechanical stress due to
instantaneous heating. A 5 Hz operation in a 10 year lifetime gives in total about 109

cycles. Normally materials with high specific heat like Beryllium are preferred, but
including considerations on mechanical strength under cyclic conditions titanium al-
loys are good candidates. On the base of 107 - 108 cycles the maximum allowed particle
density (dN/dA)max at the window is about 4 · 1012/mm2 for such a material [89]. For
reasons of instantaneous heating of the dump water the particle density at the dump
entrance is less by a factor of 10 due to the fast sweeping, assuming Nt = 7.2 · 1013,
rfast = 15 mm and σx = σy = 1 mm. In this respect the tolerable spot size entering the
dump system is not determined by the window but given by instantaneous heating of
the dump water.

In order to withstand static pressure either from the dump water relevant to the
entrance window or from the atmosphere relevant to the exit window, the titanium
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membrane is reinforced by graphite. Especially for the exit window, where graphite
is applied on either side of the membrane it helps to conduct the average power of
39 W/mm, which is dissipated in the titanium assuming an average current of Iave =
57µA, towards the heat sink at the circumference of the window. For the entrance
window average heating is not a challenge since the membrane is exposed to the dump
water and will be cooled across its whole area from there.

Since the capability of a window is dependent on the peak particle density (i.e. Nt

and spot size) and average beam current but not on energy, a lot of experience can
be obtained from tests at the TESLA Test Facility Phase 2 (TTF2), where such a
graphite-titanium sandwich-like window will be installed as an exit window.

Water system An especially designed geometry of water in- and outlets at the vessel
has to combine two tasks. On the one hand it has to introduce a sufficiently high water
flow in the 0.5 m/s range perpendicular to the shower axis, so that the water in the
shower core is exchanged within subsequent bunch trains. Each bunch train enters a
quasi ”fresh and cold” absorber and pulse to pulse accumulation of instantaneous heat
in areas of high energy deposition is avoided. On the other hand a continuous flow
of 16 kg/s, or 60 m3/h of vessel water towards an external heat exchanger handles the
2 MW average heat load with a 30 ◦C temperature drop between in- and outlet. The
heat exchanger is part of a sophisticated water preparation plant, schematically shown
in figure 9.9.3, which besides cooling also handles the radiological and chemical aspects
of the dump water.

It is expected that the dump water will remain in the closed system for the entire
lifetime of the FEL facility. For pure water, the following radioactive nuclei will be
produced (half-live in brackets): 15O (2 minutes), 13N (10 minutes), 11C (20 minutes),
7Be (54 days) and 3H (12 years). With 2 MW beam power the activity of 7Be and 3H
saturates at 11 TBq and 1.2 TBq, respectively. After decay of the short-lived isotopes,
the outside dose rate is mainly determined by the 478 keV γ-particles from the 7Be
decay, since the 20 keV electrons from tritium decay will not penetrate the walls of the
water system. If distributed evenly in a total water volume of 10 m3, the estimated
dose rate at the surface of a 100 mm diameter tube is about 28 mSv/h; this value will
be reduced by two to three orders of magnitude if a few percent of the total water
flow is passed through a resin filter in which the 7Be is removed. In addition, the
filter removes other products and therefore maintains the purity of the water, which is
essential for avoiding corrosion. Radiolytical damage of the filter material is reduced
by a delay line in front of the filter to allow the short-lived products to decay.

There will be a small gas volume (most probably He) at the top of the dump vessel;
it will protect the vessel from pressure waves induced by instantaneous heating in the
event of a failure of the fast sweeping system. The gas buffer will also maintain the static
pressure and compensate for slow expansion due to different average temperatures of
the dump water. All gaseous constituents not dissolved in the water will accumulate in
the buffer. Special attention must be paid to hydrogen, which is produced via radiolysis
with a rate of 0.6 l/s at 2 MW [85]. Thus a catalytic hydrogen recombiner and a gas
analyzing station to monitor its proper functioning are connected to the buffer volume.
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Figure 9.9.3: Schematic overview of the water system required for each of the four FEL
electron beam dumps.

Obviously the system needs to be leak-tight at the level typically found in vacuum
systems; this requires gas-tight components (pumps, heat exchangers, etc.), welded
or metal sealed connections and a proper choice of materials to avoid harmful water
chemical reactions. A water analysis station will monitor relevant parameters such as
acidity, ion concentrations and conductivity. However the possibility of a leak requiring
a repair or exchange of a component has to be foreseen. Once a leak has been detected
by monitoring water pressure and level, the system will first be flushed into the storage
container to remove the dominant source of radiation, allowing work to proceed on the
necessary mechanical parts after a relatively short cool-down period. All walls of the
hall for the system have to be sealed with a special paint to collect leaking water. The
primary cooling circuit is separated from the general cooling water by an intermediate
secondary loop, which has a higher pressure than the primary one. The loop protects
the general cooling water from being contaminated, in the event of leaks in either or
both of the heat exchangers.

The whole water system will be housed in the dump hall. The design and fabri-
cation of such a complex facility represents a significant technical challenge. However,
experience on a safe and careful technical design can be taken from existing plants
which have to deal with similar problems: e.g. the 25 GeV / 2.2 MW water dump at
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SLAC [84], spallation neutron sources like the SINQ at Paul Scherrer Institute (PSI),
or research reactors.
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10 Project Costs and Schedule

10.1 Overview

The investment costs given in this chapter include all components necessary for the
baseline design of TESLA, as described in chapters 3 to 9. Not included are the costs for
the High Energy Physics detector (part IV) and the X-ray FEL experimental stations
(undulators, photon beam lines, etc., see part V). All numbers are quoted at year 2000
prices.

It is assumed that the manpower required for the various stages of the project (i.e.
preparation, procurement, testing, assembly and commissioning) will be supplied by
the existing manpower in the collaborating institutes: however some of this manpower
may have to be hired. For this reason the manpower is quoted separately, and is not
included in the total cost.

To allow a comparison with other e+e− linear collider projects, the costs for the
linear collider and X-FEL have been separated as follows:

• the costs for the linear collider part of the TESLA project amount to
3136 million EUR;

• the costs for the additional accelerator systems and civil engineering required for
the X-FEL are 241 million EUR.

The total cost is divided up by the major sub-systems as shown in table 10.1.1 (see
also figures 10.1.1 and 10.1.2). To assure full competition in future bidding procedures,
no further cost breakdown is given in this public report.

Several collaborating institutes were responsible for evaluating parts of the cost.
A planning group consisting of the persons responsible for each of the major sub-
systems, together with experienced senior scientists from the collaboration, has been
continuously reviewing the technical layout of the system and the cost evaluations.

In the following section we will describe the various procedures used for the cost
evaluation of the major components.

10.2 Cost Estimate Basis

The cost estimates for all major components (see below) have been obtained from
studies made by industry, and are based on a single manufacturer supplying the total
number of a given component. A production schedule of three years peak production
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Sub-system cost [M-EUR] components included

Main linac modules 1131 cavity string, cryostats, input couplers, HOM
couplers, tuning systems, quadrupoles and
steering magnets, instrumentation

Main linac RF sys-
tem

587 RF power supplies, modulators, HV pulse ca-
bles, transformers, klystrons, waveguide sys-
tem, low level RF controls, interlocks, cables

Injection systems 97 RF gun system, accelerator modules and
RF system for 5 GeV linac for electrons
and positrons, positron source, conventional
preaccelerator, beam transfer lines, bunch
compressors, diagnostics

Damping rings 215 magnets, permanent magnet wigglers, vac-
uum systems, RF systems, power supplies,
beam instrumentation, injection and ejection
systems

Collider beam deliv-
ery systems

101 beam transport lines, magnets, s.c. final dou-
blet, beam collimation, beam extraction and
dump systems, vacuum systems, power sup-
plies, feedback systems, diagnostics

Civil engineering 546 33 km tunnel, surface buildings, connecting
shafts, hall for experimental detector, damp-
ing ring tunnels, beam dump halls, civil con-
struction for injectors

Infrastructure 336 tunnel infrastructure, cable trays, power
distribution, main power connection, cry-
oplants and cryogenic distribution system,
cooling and ventilation systems, safety sys-
tems, module and RF test facility

Auxiliary systems 124 control systems, vacuum pump stations, ca-
bling, interlocks, magnet supplies, miscella-
neous

Incremental cost for
X-FEL

241 RF photoinjector and 500 MeV linac, up-
grade of 50 GeV linac to 10 Hz rep. rate (RF
system and cryoplants), bunch compressors,
FEL and LC beams merging and separation,
beam transport and delivery, civil construc-
tion for beam lines and experimental hall

Table 10.1.1: Cost overview for the major sub-systems of the project. All numbers are
given in million Euro at year 2000 prices.
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Figure 10.1.2: Contribution of the accelerator sub-systems in percent of the total cost.

plus one year for start-up for each component was specified. The four-year production
cycles required for the various components are scheduled within the total construction
time of 8 years (see figures 10.5.1 and 10.5.2). The schedule was considered feasible by
the companies involved in the study.

A core production period of three years plus one year for start-up corresponds to
an average production rate of 32 m of machine per working day. The corresponding
numbers for the proton storage ring of HERA were about 25 m/day; for the LHC about
40 m/day are planned.

10.2.1 Main linac modules

The TESLA cryomodules for the main linac (chapter 3) with the superconducting
cavities are the largest cost item with 1131 million EUR. The cost is dominated by the
s.c. cavities, the cryostat and the assembly of the module. Niobium, cavity fabrication
and treatment procedures each constitute a substantial part of the cavity costs.

It should be mentioned that the goal set to the TESLA collaboration in 1992 by
Bjørn H. Wiik of 2000 US-$/MV for the complete accelerating modules (including s.c.
cavities, power couplers, cryostat, s.c. quadrupoles etc.) has been achieved1 within
8%.

1using the current exchange rate of 0.95 US-$ per Euro
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10.2.1.1 Superconducting cavities

The cost of cavity fabrication for TESLA has been estimated using industrial studies
made by companies with expertise in niobium production, cavity fabrication, and the
planning of mass production plants.

Niobium production

The amount of material needed for the TESLA cavities is about 500 tons of high purity
(RRR 300) niobium. According to the response of a questionnaire sent to the leading
four niobium sheet producers, there is no shortage of raw material or facilities for
niobium sheet metal handling. However, new melting furnaces specifically for TESLA
production will be required to guarantee the time schedule of 3 years.

Quotes from two companies (Wah Chang, Albany, OR, USA, and Cabot Corp.,
Boyertown, PA, USA) indicate that the price per kg of niobium is substantially lower
than the present market price for the large quantity required for TESLA. This is due
to savings on sheet cuts for re-melting and streamlining of facilities for continuous
production. There is an uncertainty in the price of niobium as prices are quoted in
US-$: the price used in the cost estimate is based on 1 US-$/Euro.

Cavity fabrication

Within an industrial study (Babcock Noell Nuclear GmbH, Würzburg, Germany) the
TTF cavity production was analyzed in terms of cost driving and critical procedures.
Mass production costs were determined by offers from suitable companies. In the fabri-
cation of TTF cavities, electron beam welding is the dominant cost driving procedure.
A new fabrication facility is planned with three vacuum chamber welding installations.
The facility, together with the use of multiple welding tooling, substantially reduces
the welding costs. The total facility costs were determined in detail (planning, invest-
ment, effort for ramping up and closing the facility, personnel, repair and maintenance,
consumption, quality insurance) and were compiled in a report.

10.2.1.2 Cryomodules

The costs for the 2500 required cryomodules are based on the 12.2 m long TTF module,
and then extrapolated to the 17 m TESLA module. Two industrial studies were made
for the mass production:

• the costs for the vacuum vessel and cold mass were taken from an industrial study
by E. Zanon SpA, Schio, Italy;

• the costs for the cavity preparation and cryomodule assembly were derived from
an industrial study by Babcock Noell Nuclear GmbH.

The manpower requirements reported from the second study have since been reduced
in accordance with recent experience with assembled TTF modules. Costs for other
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components were derived from the experience gained from the procurement of similar
components for TTF.

10.2.2 Main linac RF system

The RF system (chapter 3.4) is the second largest cost item with 587 million EUR. The
most relevant parts with respect to cost are: klystrons; modulators and pulse trans-
formers; wave guide distribution system; interlock and controls; low level RF system;
HV cables. The cost estimates are based either on industrial studies or established
costing procedures.

Klystron

The cost estimate is based on the production of the total number of klystrons by one
manufacturer. A mass production study was made by the present prototype manufac-
turer (Thomson Tubes Electroniques, Velizy, France).

Prices for auxiliary power supplies (solenoid, filament, core bias, vacuum pump,
electronics racks) were scaled from TTF costs using a standard industrial mass pro-
duction costing rule, which states that a price reduction of 5 % is achieved for each
factor of two in production number (95 % learning curve). The cost estimate for the
racks is based on an estimate by a manufacturer.

Interlocks and controls

The cost estimate makes use of an established industrial costing procedure based on
the number of channels to be interlocked, monitored or controlled. The procedure
produces a cost based on the use of an industrial standard PLC (Programmable Logic
Circuit) system. An alternative approach where all the costs for the required interlock
hardware and cable connections are summed up gives a similar price.

Low level RF system

The cost is based on TTF experience scaled for mass production. The cost estimate
for the 400 W preamplifiers is based on the production of the total number by one
manufacturer (an informal quote on 750 units was received).

Waveguide distribution system

The cost estimate is based on experience with the existing TTF system, adjusted
for mass production. Different parts of the system will be supplied from different
manufacturers. Informal quotes and estimates on cost saving based on mass production
exist from some manufacturers.
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Modulator and Pulse transformer

The cost estimate is based on the production of the total number of modulators (HV
power supply, pulser, internal modulator interlock) and pulse transformers by one
manufacturer. A mass production study was made by PPT Puls-Plasmatechnik GmbH,
Dortmund, Germany.

Cables

A cost estimate of a manufacturer (Nexans Deutschland, Mönchengladbach, Germany)
exists for 1000 km of HV pulse cable (connecting klystrons in the tunnel to modulators
in the external halls). The in-tunnel connection cost of the RF units is estimated on
the basis of TTF experience.

10.2.3 Injection systems

The costs for the injection systems amount to 97 million EUR. They include all systems
described in chapters 4 and 6. The biggest single cost items are the accelerator modules
and the RF system for the 5 GeV injector linacs; these are taken directly from the costs
of the main linac. Cost estimates for the other parts are based on existing components
at TTF or at conventional linacs. The injector components for the X-FEL are given
in the FEL incremental cost budget.

10.2.4 Damping Rings

The costs for the damping rings (chapter 5) amount to 215 million EUR. All compo-
nents required for the two rings are included except for the costs of the infrastructure
of the arc tunnels (which are included in the infrastructure budget), and the cryo-
genic supply for the superconducting cavities (which is included in the main cryoplant
costs). A detailed technical study including technical drawings of every section of the
vacuum and magnet system has been made by Ansaldo Ricerche, Genua, Italy. The
biggest cost driving components have been handled most thoroughly. Based on this
study, industrial companies have determined the costs for most of the damping ring
components. The costs for sub-systems which have not been specified to this level of
detail have been estimated based on similar present day installations.

10.2.5 Collider beam delivery system

The costs for the beam delivery system (BDS, chapter 7) for the baseline design with
one interaction point amount to 101 million EUR. Costs for diagnostics, feedback and
vacuum systems are based on TTF and HERA experience. The major cost items are
the magnet and the beam dump systems.
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Magnet system

The preliminary cost estimate of the magnets were made on the assumption that all
conventional magnets will be produced by one supplier with the appropriate experience
and facilities: the cost of tooling sets will then be minimised. The current estimate has
been made by the D. V. Efremov Institute, St. Petersburg, Russia, which has a long
history of magnet production.

For the superconducting Final Doublet, the cost estimate has been supplied by the
superconducting magnet group in Saclay (CEA/Saclay DAPNIA/STCM, France), and
is based on HERA and LHC quadrupole magnet experience.

All power supplies in the BDS are commercially available. The cost of the cables
is based on locating the supplies in the tunnel. The estimate also includes a level of
redundancy, allowing one power supply to fail in the tunnel without the need to make
an access for repair.

Electrostatic separators

The cost estimate has been supplied by the LEP ES separator group (CERN/SL/BT)
at CERN, and is based on existing LEP electrostatic separator experience.

Main dump system

The dump vessel, fast sweeping system and shielding have been evaluated on the basis
of industrial quotes or experience with similar systems at HERA. The most complicated
part of the dump is the water cooling system. This has been evaluated on the basis
of the experience with a similar system at the target station at SINQ (Paul Scherrer
Institute, Villigen, Switzerland).

Costs for the kicker magnet and pulser system have been evaluated from the expe-
rience with the HERA beam dump system.

10.2.6 Civil engineering

Civil engineering (chapter 8) is a major cost item amounting to 546 million EUR. It
includes all tunnels, shafts, underground and surface buildings for the linear collider.
The dominant cost item is the 33 km long linac tunnel. Civil engineering cost for the
X-FEL are included in the FEL budget.

A certain percentage of the total construction cost has been taken into account for
the services of architects and civil engineers according to HERA experience and public
regulations. The costs for the land were estimated using present market prices.

Main tunnel

The construction cost estimate for the TESLA tunnel is taken directly from the actual
costs of the HERA tunnel. The TESLA tunnel has the same diameter as the HERA
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tunnel, which is constructed from concrete segments called tubbings. The soil condi-
tions (mainly sand) are comparable at both sites. At HERA the tunneling speed was
10 m per day on average and 14 m per day maximum. The speed of the TESLA ma-
chine will be similar. One tunnel-boring machine will bore 2.5 km TESLA tunnel in one
year, and four tunnel boring machines are necessary to limit the tunnel construction
time to about three years.

Damping ring arc tunnel

The inner diameter of the arc tunnels is 3 m. The price for these tunnels is based on
the construction price for a cable tunnel in the centre of Berlin, which has a similar
diameter and soil conditions.

Underground buildings and shafts

All TESLA underground buildings are immersed in the ground water. The situation
is similar to the HERA section North, which extends nearly 20 m into the water table.
The price per unit volume of this HERA hall was therefore used as a basis for the
cost estimate for the construction of the underground buildings and shafts required for
TESLA.

Surface buildings

The size of the TESLA cryogenic halls are similar to the HERA cryogenic hall (72 m× 33 m,
with a height of about 15 m). The price per unit volume of this hall is taken as the basis
for the price estimation of the construction costs for the TESLA surface buildings.

10.2.7 Infrastructure

The infrastructure (chapter 8) costs amount to 336 million EUR. The major cost items
are the cryogenic plants, distribution lines, and connection boxes. Additional items
included are: the main power connection and distribution; water cooling and ventilation
systems; safety installations; test equipment for cryomodules and RF components.

Cryogenic Plants

From the design heat loads for TESLA the cooling capacity requirements (4.5 K equiv-
alent) for the 7 individual TESLA cryoplants were derived. The cost for the cryoplants
was then calculated using the following formula, which was found in 1998 at CERN
during the procurement of the similarly sized cryogenic plants for LHC:

cost [MCHF] = 2.2 [MCHF] × (cooling capacity [kW])0.6

The costs in Euro for the year 2000 were obtained by using the Euro/CHF exchange
rate of 1.634, assuming a rate of inflation of 4% over the last 2 years. For the cost of
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most auxiliary components the experience of CERN was also used. The costs for the
distribution boxes are based on the number of cold, warm and safety valves, taking
into account the cost for valves of different size and type. The resulting costs are in
agreement with both the experience at CERN and at DESY1.

The costs for helium transfer lines and feed- and end-boxes were estimated from
recent experience with the procurement of similar components for DESY (TTF/FEL).

Connection to main grid and power distribution

The installed power for TESLA will be about 200 MVA and the design power consump-
tion 155 MW. The mains connection has been evaluated by two local power companies,
and the power distribution by an outside engineering consulting firm in collaboration
with DESY.

Water cooling and ventilation

The costs for cooling and ventilation were estimated on the basis of prices for HERA
and the TESLA Test Facility equipment.

Test Facility for accelerator modules and RF components

The basic equipment costs are given by the number of cryogenic valves and the lengths
of transfer lines. Prices were taken from recent procurement of similar equipment for
the cryogenic supply of the TTF/FEL-linac and of the HERA luminosity upgrade.

For the supply boxes for the module test benches, the results of the call for tender
for the CERN LHC magnet test benches was used.

For the RF-equipment the costs from the evaluations for the linac components has
been used.

10.2.8 Auxiliary systems

A total cost of 124 million EUR was budgeted for the auxilliary systems, which covers
(as major items) the accelerator control system and the main linac external vacuum
systems. Costs for these systems have been evaluated on the basis of HERA and TTF
experience. The budget also collects a number of smaller items like spare linac modules.

10.2.9 Incremental cost for the X-ray FEL

The additional costs of the accelerator components required for the X-ray FEL (chap-
ter 9) amount to 241 million EUR, the dominant part being the civil engineering of the
FEL experimental hall and the beam distribution system. Costs for the FEL injector,
bunch compressors, beam line magnets, vacuum systems, beam dumps, diagnostics,
water cooling and ventilation systems were evaluated on the same basis as the injector

1from recently purchased valve boxes for the HERA Luminosity Upgrade and TTF/FEL
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and beam delivery systems for the collider. The undulator and photon beam line costs
are given in part V.

10.3 Manpower Requirements

The manpower required for the different stages of the project (design, procurement,
fabrication and assembly, testing, installation and commissioning) has been estimated
mainly on the basis of the experiences gained at TTF and in large projects like HERA.
It is assumed that this manpower will be supplied by the collaborating institutes.

A total of 6,933 man years will be required. Figure 10.3.1 shows the time profile
of the total (collaboration) manpower needed until the completion of the installation,
divided up by the major sub-systems.

Figure 10.3.1: Laboratory manpower requirement for TESLA during the 8 years of con-
struction.

10.4 Time Schedule

The construction time of TESLA is 8 years. The evaluation is based on industrial
studies and the experience gained at the construction of HERA and TTF.

Figures 10.5.1 and 10.5.2 show the construction schedule, indicating the major
activities which are briefly explained in the following:
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• Based on HERA experience an average tunneling speed of 10 m per day can be
safely assumed. Thus the total civil construction will be completed after 3.5 years
using 4 tunneling machines.

• Two years after the start of civil construction on the DESY site, the tunneling
machine will have reached the shaft for the next service hall 5 km away. The
tunneling base and support infrastructure will then be moved to this hall, and
installation can begin in the first tunnel section.

• Installation of the first cryoplant, watercooling systems and other infrastructure
into the service hall on the DESY site will start after 2.5 years.

• Orders for major components (s.c. cavities, cryostats, etc.) will be placed at the
same time as the civil construction starts. According to the industrial studies,
between 2 and 3.5 years will be needed to set up the production facilities. Full
production rate will be reached after one additional year. The first cryomodules
will be assembled and ready for tunnel installation 4 years after the start of civil
construction.

• After 5 years the production and installation of all components proceeds at full
design rate. The first 16.5 km tunnel section of the linear collider and the beam
lines for the FEL will be completed after 6.5 years. The positron side of the
collider will be completed after 8 years. The installation period of 3 years plus one
year for start-up corresponds to an average installation rate of 32 m accelerator
structure per day for all sub-systems. The corresponding numbers for the HERA
proton storage ring HERA were about 25 m per day, and 40 m per day are planned
for the LHC.

We expect that no more than one year will be required (between financial approval
and the beginning of construction) for the public planning approval procedure (“Plan-
feststellungsverfahren”) and the bidding and awarding of contracts.

10.5 Operating Costs

The total cost for operation has been estimated at 120 Million Euro per year. This
includes the electrical power consumption, the regular replacement or refurbishing
of klystrons, and the helium losses. The numbers are determined assuming current
prices and an annual operation time of 5,000 h. Costs for general maintenance and
repair have been estimated assuming 2 % per year of the original total investment costs
corresponding to the DESY experience.

For critical components (such as accelerator modules) a number of spares will be
produced; these costs are included in the investment costs.
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